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Experiment 1* Q“\

Repeated Stamplng

Team Name: Team member: Date:

Overview

/Stamps are one of teachers' common tools. Teachers often use them h
evaluate students' homework or encourage their progress. Every time the
students see the cute stamps, they feel happy and look forward to the next
homework. However, sometimes there are too much homework to be
assessed, manually stamping makes the teacher's wrist ache, and it
becomes a very hard work. In this experiment, you will design an
automatic stamping robot to solve the project problems from simple to
complex. The steps are divided into three tasks: single stamping, multiple

\stamping, and infinite stamping. /
Objectives

1. Understand the sequence structure by controlling the robotic arm
movement instructions.

2. Understand the concept of coordinates.

3. Understand the finite loop by using commands of finite loops to control
the robotic arm to stamp.

4. Understand the infinite loop by controlling the robotic arm to stamp with
the infinite loop command.



Equipment

Icon Name Quantity
5&4 Dobot Magician Lite 1
robotic arm
-
USB Type-C 1
interface cable
- g Suction cup 1
Power Adapter 1
Stamp 1
Paperboard Several




Take care when using electricity.

Before the experiment, check whether the experiment equipment is
complete and intact. If there is any omission or damage, please report to
the teacher.

Any specific operation in the experiment should be carried out according
to the experiment manual. If you have any questions, please promptly
ask the teacher.

In the experiment, the joint of the robotic arm is in a working state after
being powered on. Do not force it to move without pressing the unlock
button.

Equipment failure during the experiment must be reported to the
instructor in time. Do not handle it by yourself.

After the experiment, the equipment should be arranged well. You are
allowed to leave the laboratory only after the inspection by the group
leader.

A journey of a thousand miles begins with one step. The design of a stamping
robot starts with making a single stamp. In this experiment, you will use
paperboards to simulate the workbooks that the teacher needs to stamp, and
then let the robotic arm complete the single stamping task.

1.

2.

Observations
First, the teacher will demonstrate a single stamping task. Pay attention
to the movement of the robot arm, and then complete the steps in the
blank.
Step 1: Choose the proper end . (Hint: fill in the suction cup or
gripper)
Step 2: Move to the stamp position, the stamp.
Step 3: Move to position, and stamp.
Steps

(1) Prepare Hardware



Step 1: Design the placement of paperboards, stamps, and robotic arms, and
place them according to the design diagram 1.1.

i Stamp '

Figure 1.1 Schematic diagram of placement
Step 2: Install the suction cup and power on the Magician Lite, as shown

in Figure 1.2.
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Figure 1.2 Installing the suction cup
Step 3: Power on the computer.

Step 4: Use a Type-C interface cable to connect Magician Lite and the
computer, as shown in Figure 1.3.
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Figure 1.3 Connecting with Type-C data cable
(2) Design Program

Step 1: According to your observation, read the process flowchart of one
single stamping, as shown in Figure 1.4.
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effector
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move to where
the stamp is

v

Suck the stamp

v

Move over the
paperboard

!

Move down and
stamp

End

Figure 1.4 Flowchart of single stamping
Step 2: Power on the computer, move the mouse pointer to the
DobotScratch software icon and double click it to start the DobotScratch
software, as shown in Figure 1.5 and 1.6.
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Figure 1.6 Interface of the software

Step 3: Click @ with the left mouse button and choose the device

Magician Lite, as shown in Figure 1.7.

Magic Box Mobile Platform AlStarter

Arduino Kit Arduino Uno Arduino Mega2560
Figure 1.7 Choosing device
Step 4: Click with the left mouse button to display the device

connection interface. CIick. mwith the left mouse button to
connect the device with Magician Lite, as shown in Figure 1.8.
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Figure 1.8 Device connection
Step 5: To determine whether the device is connected successfully, check
the control panel for the coordinates of the robotic arm end, as shown in
Figure 1.9. The picture on the left indicates a successful connection, and
the picture on the right a connection failure.

Coordiate( - | <. Velocity emmmmm) Coordiate | . Velocity ()
X 1749 Y+ X 0 7
Y 78 Y 0
z 413 z 0
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e
ON OFF 2 - ON OFF 2 A
SuctionCup SuctionCup

Figure 1.9 Determining whether the connection is successful

&

the control panel.

After the connection is successful, try to control the robotic arm with

Step 6: Set the triggering method of the program. Click the "Events" tab,
and drag the "When the green flag is clicked" block, as shown in Figure
1.10.
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Figure 1.10 "When the green flag is clicked"
Step 7: Set the end tool. Click on the "Setting" tab, drag the "End Tool
setting (gripper or suction cup)" block, and put it together with the
previous block, as shown in Figure 1.11.
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Figure 1.11 Setting the end tool
Step 8: Press the unlock button on Magician Lite and move the end of the
robotic arm to the stamp. Click the "Motion" tab, drag the "Jump To (X, Y,
Z, R)" block, and put it together with the previous block. Right-click and
select "Fill coordinates”, as shown in Figure 1.12.
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Figure 1.12 JUMP move onto the stamp
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~ Coordinates are used to indicate the position of a point, which is

represented by an array. For example, a point on a plane is represented
by (X, Y), and a point in the space is represented by (X, Y, Z).

Step 9: Pick up the stamp. Click on the "Motion" tab, drag the "Suction
Cup" block, and concatenate it with the previous block, as shown in
Figure 1.13.
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Figure 1.13 Suction of the stamp

s Summarize the method for the robotic arm to read the position.

Step 10: Move the end of the robotic arm over the paperboards. Click the
"Motion" tab, drag the "Jump To (X, Y, Z, R)" block and put it together
with the previous block. Right-click and select "Fill-in Coordinates”, as
shown in Figure 1.14.
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Figure 1.14 JUMP move onto the paperboards

To stamp, you need to move the end of the arm over the

paperboards and push down The Z-axis coordinates obtained in step 11
need an addition. For example: The Z-axis coordinate obtained is -30
and the descending height is set to 50; then the Z-axis coordinate above
the paperboards is (-30 + 50 = 20).

Step 11: Click the "Motion" tab, drag the "Relative Move (X, Y, Z, R )"
block and concatenate with the previous block. In the "relative motion ( X,
Y, Z, R)" block, the Z-axis coordinate is the decreasing height of 50, so Z
is " -50 " because the direction is downward, as shown in Figure 1.15.

J}_ Select End Effector Gripper =

22 s €D v €D - €D ~ €D

Suction Cup ON =

Jump To X @EGERE Y @ r @ R @
Relative Move X o mm 2Y o mm 27 LN mm R o =

Figure 1.15 Position above the paperboards and the descending distance
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ﬁ What are the instructions to control the movement of the robotic

arm?
What are the instructions to control the suction cup?

= According to the problem-solving steps, the program structure
that is executed sequentially from top to bottom is called sequence
structure. Sequence structure is the simplest and most commonly
used structure in a program.

3.  Summary

(1) Methods for obtaining the position of the robotic arm:

(2) The instructions to control the movement of the robotic arm are:

(3) The instructions to control the suction cup are:

(4) The characteristics of the sequence structure in the program are:_

4. Self-Assessment
Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle () the unfinished ones.

Completion

Assessment Content
Status

I've known how to get the position of the robotic arm
I've used the instructions to make a JUMP movement
I’'ve used the instructions to control the suction cup
I’'ve known the sequence structure

I've completed the single-stamping program

11



Sometimes a teacher has a lot of workbooks to stamp and evaluate. The
automatic stamping robot needs to finish the task of automatic stamping
according to the number of workbooks set by the teacher. In this experiment,
you will complete the task of automatic stamping by the robotic arm for finite
times.

1. Observations

The teacher will demonstrate the multiple stamping task. Observe the
movement of the robotic arm and fill in the blank lines in the steps below.

Step 1: Choose the proper end . (Hint: fill in the suction cup or
gripper)
Step 2: Move to the stamp position, the stamp.
Step 3: Move to position, and stamp.
Step 4: step 2 to step 3.
2. Steps

(1) Prepare Hardware
The hardware setup for task 2 is the same as that for task 1. Refer to task
1 to set up the hardware environment for task 2.

(2) Design Program

Step 1: Compare to the single-stamping flowchart of the robotic arm.
According to the observations, read the 10-time robotic arm stamping
flowchart, as shown in Figure 1.16.

12
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End

Figure 1.16 10-time robotic arm stamping flowchart
Step 2: Review how to write a single-stamping program, as shown in
Figure 1.17.

¢ Select End Effector Gripper =

Ailpanea 2049 vl -202.5 ZR

Suction Cup ON =

¢ Jump To X @EGER:] Y@Z@R@

Relative Move =X o mm &Y o mm &7 @ mm =R o =

Figure 1.17 Single-stamping program
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I Review task 1: Single-stamping program. Summarize the I
i difference between the single-stamping program and the multi-stamping
. program. I
N e h e f s e s e e n mm s mm s e s mm w mm s o s o= ow == s -~

Step 3: Move the robotic arm upward, click on the "Motion" tab, drag out
the "Relative Move (X, Y, Z, R)" block, and set the Z-axis coordinate
relative movement upward by 50, as shown in Figure 1.18.

Select End Effector Gripper =

np o x CZD) v €ED) - €D - €D
Suction Cup ON -
JumpTuXY@Z@R@
Relative Move 2X o mm 2Y o mm &7 @ mm 2R o -
Relative Move 2X o mm 2Y o mm 2Z @ mm 2R o =

Figure 1.18 Moving the robotic arm upward
Step 4: Repeat the stamping 10 times. Click the "Control" tab, drag out
the "repeat (10)" block, and repeat the ink dipping and stamping actions,
as shown in Figure 1.19.

Control

vl |- ©
-’}_ Select End Effector  Gripper »
. Sensing
3 L wmerox XD - €D - €D - €D
O Events J}_ Suction Cup ON +
— EE
. Setting repeat m
I — =z Ny - aumpTo x (@RED ¥ @ F4 @ R o
. Motion =
CAs Relative Move 2X o mm Y o mm 27 @ mm 2R o =
. Status J}_ Relalive Move 2X o mm =Y o mm 2Z @ mm =R o =
Coordinate
Calibation

Figure 1.19 Repeating 10 times

. \
e

= A structure in a program that requires an action to be performed |
| repeatedly is called a loop structure.
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Step 5: Integrate the stamping process for 10 times, as shown in Figure

1.20.
-!'}_ Select End Effector Gripper =
22, o ox €D v €D - €D - €D
./L Suction Cup ON -
repeat o
2 wmox D €D - @ < @
J&_ Relative Move X o mm &Y o mm 2Z @ mm 2R o =
Jl_ Relative Move X o mm &Y o mm 2Z @ mm 2R o =
Figure 1.20 10-time stamping program
P R R e e e e e e R R R B .

3.  Summary

[(1) The instructions for a finite number of loops are: \

(2) Similarities between the single stamping task and the finite
stamping task:

(3) The characteristics of the loop structure are:

\_ J

4. Self-Assessment

Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle (()) the unfinished ones.
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Completion

Assessment Content
Status

I've used a finite loop instructions

I've known the loop structure

I've completed the finite stamping program

Task 3: Infinite Stamping

When a school holds a large-scale event, many certificates need to be
prepared in advance to honor the outstanding students. When there are too
many certificates, it is unrealistic to set the number of stamps for the robot.
This experiment attempts to design an infinite stamping robot to assist the
teacher in completing the stamping task. Here, we use paperboards to replace
the certificates.

1. Observations

The teacher will demonstrate the infinite stamping task. Observe the
movement of the robotic arm and fill in the blank lines in the steps below

(Step 1: Choose the proper end . (Hint: fill in the suction cup (h
gripper)
Step 2: Move to the stamp position, the stamp.
Step 3: Move to position, and stamp.
Step 4: Move to position, and place the stamp.
Step 5: Move to position, and suck the stamped paperboards.
Step 6: Move to position, and place the paperboards.
(Hint: fill in the position of the robotic arm movement)

\Step 7: step 2 to step 6. )

2. Steps

(1) Prepare Hardware

The hardware setup for task 3 is the same as that for task 1. Refer to task
1 to set up the hardware environment for task 3.

(2) Design Program

16



Step 1: Unlike the multi-stamping flow by the robotic arm, the
infinite-stamping flow also needs to solve the problem of replacing the
stamped certificate. According to your observation, read the flowchart of
completing stamping for infinite times, as shown in the Figure 1.21.

Move to where
the stamp is

Place the stamp

! I

Move to where

Set end effectors

_ Move to the
the stamp is stamped

¢ paperboard
Suck the stamp Suck the

¢ paperboard

Move over the Movei to the

paperboard paperboard

i placement

Move down and i
stamp Place the
paperboard

Figure 1.21 Infinite-stamping flowchart

@ Think about it: What problem is solved when the stamp is released

after stamping?

Step 2: Write a single-stamping program.

Step 3: Return to the position of the stamp. Move the mouse pointer to
the "Jump To the stamp" block, right-click it, and select "copy single", put
the copied block to the bottom of the program, and enable the end of the
robotic arm to return to the position of the stamp, as shown in Figure 1.22
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Select End Effector Gripper =

A D N R

Duplicate

Duplicate single
Disable blocks

Disable this blocks o .
O

Fill coordinates

Add Comment

Delete Block

Edit -

Select End Effector Gripper =

JumpTuXYzm Rm
Suction Cup ON -
JumpTuXY@Z@Rm
Relative Move 2X o mm 2Y o mm &7 @ mm =R o =
Relative Move 2X o mm 2Y o mm 2Z @ mm 2R o =
JumpTuXYZ@ Rm

Figure 1.22 Copy "Jump To the stamp"
Step 4: Release the stamp. Click the "Motion" tab, drag the "Suction
Cup" block, click the drop-down triangle and choose "Release”, as shown
in Figure 1.23.
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Select End Effector Gripper =

JumpToXYZ@Rm
Suction Cup ON -
JumpTuXY@Z@Rm
Relative Move X o mm Y o mm 27 @ mm =R o -
Relative Move 2X o mm 2Y o mm 2Z @ mm 2R o =
JumpTuXYZ@ Rm

Suction Cup OFF =

Figure 1.23 Releasing the stamp
Step 5: Suck the certificate. Move the robotic arm to the certificate, and
enable the suction cup to “suck”, as shown in Figure 1.24.

Select End Effector Gripper =

wmrox D)+ €2D : €D = @D
Suction Cup ON =
JumpToXY@Z@Ro
Relative Move =X o mm &Y o mm aZ @ mm &R o .
Relative Move =X o mm =Y o mm &7 @ mm =R o :

Suction Cup OFF =

Jump To X o2 b4 w0 G814 | Cardboard location

Suction Cup ON =

Figure 1.24 Sucking the paperboards
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|
I

@ I
Why are the Z-axis coordinates of the paperboard’s position I
different from those of the certificate’s position in step 5? I
I

/.

Step 6: Place the paperboards. Move the robotic arm to the placement
area and "release" the suction cup, as shown in Figure 1.25.

.’}_ Select End Effector Gripper «

Suction Cup ON -
JumpTcXY@Z@Rm
Relative Move =X o mm =Y o mm 27 @ mm 2R o =
Relative Move =X o mm =Y o mm 27 @ mm 2R o =
§ JumpTcXYZ@ R

Suction Cup OFF =

Jump To X QEGERE Y @ Z@ R m

i Suction Cup ON =

RIS Y z =53 ) Cardboard area

Suction Cup OFF =

Figure 1.25 Releasing the certificate
Step 7: Wait for the ink to dry. Click the "Control" tab and drag the "wait
(1) second"” block to put it together with the previous block, as shown in
Figure 1.26.
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Figure 1.26 Waiting for the ink to dry
Step 8: Repeat the stamping action. Repeat the action of dipping the ink -
stamping - releasing the stamp - sucking the certificate - releasing the
certificate. Click the "Control" tab and drag out the "forever" block, as
shown in Figure 1.27.
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@ orerators
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@ Events
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e L 22 oo @D @D © - @
. Motion
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2
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54
. Status E L Relative Move =X o mm =Y ° mm a7 @ mm =R o .
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L AR P 2043 Rl 2025 ZR
7

Suction Cup ON =

Coordinate

& Suction Cup OFF »

Calibation

@ vy Blocks | | then

s JumpToXY@Z@Ro

} SuctionCup ON =

else
L 2 o< D €D - €D - CD
| J_ Suction Cup OFF =

e .

repeat until S

s

Figure 1.27 Repeating stamping action
Step 9: Integrate the program, as shown in Figure 1.28.
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Figure 1.28 Infinite-time stamping
3. Summary

e

(1) The instructions for the infinite loop are:

(2) The difference between an infinite loop and a finite loop is:

.

J

4. Self-Assessment

Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle () the unfinished ones.

Assessment Content

Completion
Status

I've used the infinite loop instruction
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've solved the problem that requires manpower to
manually take away the stamped certificate

I've completed the infinite-stamping program

5. After School Extension

Infinite-stamping program can free teachers from monotonous and
repetitive work. After the robot keeps stamping for a while, the
paperboards are dwindling and becoming too thin for the stamp to touch.
How do we solve this problem?
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Experiment ) =

* Campus Porter -

Team Name: Team member: Date:

Overview

/Human power is limited. The weight that can be carried by a single\
person is also limited. In addition, repeated transportation causes
fatigue and reduce work efficiency. In schools, boxes of books and
laboratory supplies often need to be moved to designated locations.
Using robots for carrying can not only save manpower, but also improve
efficiency. This experiment is designed to help school staff improve
efficiency. The solution is provided from simple to complex, including
repeating the same action, repeating forward movement, carrying two

ijects, and carrying four objects. /
Objectives

» By studying variable-related blocks in Scratch, understand the role of
variables and how to use them.

» By calculating the height change of objects, understand and derive the
formula of height changing.

» By controlling the robotic arm to repeatedly execute the same action,
master the block of repeat execution.

» By controlling the robotic arm to repeatedly execute the same action,
learn about the block of repeated execution with conditional judgment.
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Equipment

Name Quantity

Dobot Magician Lite
robotic arm

Suction cup 1

n Power adapter 1

USB type-C interface 1
cable

Objects 4

Experiment Requirements

>

Take care when using electricity.

Before the experiment, check whether the experiment equipment is
complete and intact. If there is any omission or damage, please report to
the teacher.

Any specific operation in the experiment should be carried out according
to the experiment manual. If you have any questions, please promptly
ask the teacher.

After the robotic arm is powered on, the motor of the robotic arm is in a
working state. Do not force it to move without pressing the unlock button.

After the experiment, the equipment should be arranged well. You are
allowed to leave the laboratory only after the inspection by the group
leader.

25



Through the study of Experiment 1, you are able to control the robotic arm and
make it perform related operations. Now, you will use the "Repeat execution"
block in Scratch programming to make the robotic arm repeat the upward
movement.

1. Observations

First, observe how the teacher make the robotic arm repeatedly perform the
same action. Then, fill in the blank in the table below according to your
observation.

Number of repeated upward movements by the robotic arm: the distance
by which the robot arm movies upward each time: (Fill in: same or
different).

2. Steps
(1) Prepare Hardware
Step 1. Connect Magician Lite to a power supply.

Step 2: Use a USB cable to connect Magician Lite to the computer and
turn on Magician Lite.

(2) Design Program

Step 1: According to your observation, read the flowchart of moving
upward three times by the robotic arm, as shown in Figure 2.1.

Initialize

Move to the initial position

Move up by 30mm repeat three times

Back to zero

End

Figure 2.1 Flowchart of repeating upward movement
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Step 2: Add the device and connection in the software interface. Add
Magician Lite to the device list area at the bottom left of the DobotScratch
interface, and click the connection button in the control area to connect to
Magician Lite, as shown in Figure 2.2.

- |

Conrdiale: Velocity

R -

Y o 2+ %

N o N2

R [} “
ON OFF .

Figure 2.2 Adding and connecting to the device
Step 3: Trigger the program. In the Scratch interface, click the "Events"

tab and drag the "when o is clicked" block to the code area, as shown
in Figure 2.3.

O Control Events

. Operators P

. Variables | 8 T .
S o
. Sensing -

. Setting ‘_\ P
. Mation _ —
. Status ~_

Figure 2.3 Starting block concatenation
Step 4: Move to the initial position. In the Scratch interface, click the
"Motion" tab, drag the "Motion" block to the code area, set the X, Y, and
Z values to 220, 0, and -30, and set the motion type to "Straight Line"
motion, as shown in Figure 2.4.

et + |
s - |
=D

messagel «
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Figure 2.4 Motion block
Step 5: Create a variable. In Scratch, click the "Variables" tab, click
"Make a Variable", name the new variable "i" in the pop-up interface,
select applying for all sprites, and click OK. During the repeated
execution, the Z-axis coordinate value increases as the variable
increases. Figure 2.5 shows how the variable is created.

. Control Variables

Make a Variable
. Operators

Make a List

. Variables
— | Sensing New Variable x
. Sensing @
O Events .
I | et timer New variable name:
. Setting
— | Events
. Motion
rywl -
. Status
p— ® For all sprites| © For this sprite only
oordinate
Calibation E
. My Blocks Cancel ‘n

Figure 2.5 Creating a variable
Step 6: Set the variable. Click the "Variables" tab, drag the "Set i to 0"
block to the code area, and put it together with the previous block, as
shown in Figure 2.6.
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. Contral Variables

Make a Variable
. Operators
O,
. Variables

=
.Semng
.Mot\on

. Status Make a List

Y Gotox @ ¥ o z@ R o Move Type  Straight Line ~

Figure 2.6 Setting the variable

ﬁ (1) When you set the initial value of a variable, can you set it to
any value?

(2) If the initial value is changed, will it affect the subsequent
value setting?

Step 7: Enable the robotic arm to move upward.

1) Click the "Motion" tab and drag the "Relative Move" block to
the code area, and put it together it with the previous block, as

shown in Figure 2.7.

. Control Motion
. Operators w
. Variables J}_ Jump To X o Y o z o R
@ sensing J}LG"‘“X°Y°Z°R° ﬁ
07 J:\'_ Gﬂmx@YozaRomeType Siraight Line «
Events e
= L-Q_ Relative Move 2X o T o ]
@ seting £y retatve viove :x (@) mm = @) mm =z @@ mm = @) -
Y ./ wiove Joints to Joint1 () * sointz (] e REETEIEE mm mm mm
. Motion
e
o=l
. Status
Coordinate J}- Gripper  Grip =

Calibation

Figure 2.7 Relative motion blocks
2) Click the "Variables" tab, drag the variable "i" to the code area,
and put it together at the oval position after AZ, as shown in

Figure 2.8.
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. Control Variables

Make a Variable
. Operators

. Variables °
® et 1~ o)
Sensing

(<]

S — s GutuX@Y@Z@RQMweType Straight Line »
O Events change 1w by °

@ seting show variable | v

/Y retatveMove <x (@) mm v @) mmez (1) mmer @) -

. Motion hide variable i+

. Status Make a List

Figure 2.8 Variable "i" block
Step 8: Increase the variable i. Each time, the robotic arm moves upward
by the same distance. If the robotic arm moves upward by 30mm, the
variable i should be increased by 30. Click the "Variables" tab, drag the
"Increase (i) by 1" block to the code area, and change the increment of
the variable to 30, as shown in Figure 2.9.

. Control Variables
IMake a Variable
. Operators

o
. Variables

. Sensing
Q Events change 1w by o

o

. Status Make a List

LY colox @ Y o z@ R o Move Type  Straight Line =

3 reiae move =X (@) mm oy @) mmez Ci mmor @ -

Figure 2.9 Block of increasing the variable
Step 9: Repeat the execution. In order to make the robotic arm move
upwards 3 times repeatedly by a same distance, here we will use the
repeated execution block.

Click the "Control" tab, drag the "Repeat (10)" block to the code area, put
it under the "Set (i) to 0" block, and then change the number of repeated
executions to 3, as shown in Figure 2.10.

30



. Operators

. Variables
. Sensing
_— <
O Events —
— REE
Setting /Y Relative Move 2X mm &Y mmaZ (i mmeR o
=~
- S
. Motion

. Status
Coordinate
Calibation

Figure 2.10 Block of repeated execution
Step 8: After completing the upward movement by the robotic arm three
times, return the robotic arm to the home position.

ST mE I mE I EEm I EE I Em I EE I Em 5 EEN 5 Em P EEm 5 Em  Em 5 Em R Em o oEm R

In Scratch, try to find the homing block and put it together with the

o= 1 mm oz mm ,
“n s =m o mm ¢

previous block.
Step 9: Integrate the process. Integrate the program of repeating the
upward movement 3 times by the robotic arm, as shown in Figure 2.11.

when

J}_ Goto X @ Y o z @ R o Move Type Straight Line =

Jl_ Relative Move 2X o mm &Y o mm &7 [ mm 2R o =

Figure 2.11 Process integration
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3.  Summary

(1) When creating a variable, it is used for roles. (Fill in: all,
current)

(2) When the robotic arm moves forward repeatedly, the block of
variable "I" should be placed in the oval position after the in the
block of relative movement (Fill in: AX, AY, AZ)

4. Self-Assessment

Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle (()) for the unfinished ones.

Completion

Assessment Content
Status

I've completed the operation of creating a variable
I've completed the operation of setting the variable

I’'ve known the principle of repeated execution

I've completed the programming task of repeating upward
movement 3 times by the robotic arm

In Scratch, there are many types of blocks related to repeated execution and
now you are already proficient in one of them. Now, you will learn another
repeated execution block in Scratch and apply the formula to make the robotic
arm repeat the forward motion 4 times.

1. Observations

First, observe how the teacher makes the robotic arm repeat the forward
movement 4 times. Then, fill in the blank in the table below according to
your observation.

During the process of repeating forward motion 4 times by the robotic
arm, the coordinates (fillin: X, Y, Z) of the robot arm change, and
the coordinates status: (Fill in: increase, decrease, do not
change).
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Steps
(1) Prepare Hardware
Step 1: Connect Magician Lite to a power supply.

Step 2: Use a USB cable to connect Magician Lite to the computer and
turn on Magician Lite.

(2) Design Program

Step 1: According to your observation, read the flowchart showing the
robot arm move forward 4 times, as shown in Figure 2.12.

Initialize

Move to the initial position

Move forward by 25mm repeat four times

Back to zero

End

Figure 2.12 Flowchart of repeating forward motion
Step 2: Try to add the device Magician Lite in the software interface and
connect to it.

Step 3: Find the starting block and drag it to the code area.

Step 4: Move to the initial position.

In Scratch, try to move the robotic arm to the position (220, 0, 30),
and select linear motion to move the robotic arm.
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Step 5: Create a variable.

In Scratch, first, create the variable i (this variable is used for all
roles), and then set the initial value of the variable i to 0.

Step 6: Enable the robot arm to move forward.

1) Click the "Motion" tab and drag the "Relative Move" block to the
code area, and put it together it with the previous block, as shown in
Figure 2.13.

J}_ Goto X @ Y o z @ Ro Move Type Straight Line v

Figure 2.13 Relative motion blocks
2) Click the "Operators" tab, drag the operator "*" block to the code
area, and put it in the oval position after AZ. Fill 25 on the left
side of the operator "*" block, as shown in Figure 2.14

. Contral Operators

. Operators . = .

.- 2 oox @7 @ 2 €« @ e sraiise -
.Sensing . .

O

@ cven 2y reanerionx @) - @) m-x @ < @ o< @

@ 5o pick random (§J) 10 @Y

Figure 2.14 Block of operator "*"
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.

/ .
. O I
, = We know that there are four types of mathematical calculation:
I addition, subtraction, multiplication, and division. In Scratch, there are
four blocks for them. The operator "+" block represents the plus sign, !
the operator "-" block the minus sign, the operator "*" block the
| multiplication sign, and the operator "/ " block the division sign.

3) Click the "Variables" tab, drag the variable "i" to the code area, and
put it in the oval position to the right of the block of the operator "*",
as shown in Figure 2.15.

./_}_ Goto X @ Y o z @ Ro Move Type  Straight Line =

Figure 2.15 Variable "i" block
Step 7: Count the number of movements. Each time the robotic arm
moves forward, the value of the variable i increases by 1. Click the
"Variables" tab, drag and drop the "increase the variable" block to the
code area and put the blocks together, as shown in Figure 2.16.

./.'.:_ Goto X @ Y o z @ Ro Move Type  Straight Line «

S} reatvemove=x @) 1 mmey @) mmez @) mr @ -

Figure 2.16 Block of increasing the variable
Step 8: Repeat execution.

1) You can use "repeat until" block. Click the "Control" tab and drag
the "repeat until” block to the code area, as shown in Figure 2.17.
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@ orerators
@ variables
@ sensing
() Events
@ seting 7

Figure 2.17 Block of repeated execution

The use of the block "repeat until" is shown in the figure: I

repeat until critical condition I

2) Set the critical condition.

i The robot arm moves forward 4 times repeatedly. In this case, is it
! 4 times that the critical condition should be set to repeat?

I The variable i starts from 0, so the first forward movement is performed
when i = 0, the second time is executed when i = 1, the third time is |

executed when i = 2, and the fourth time is executed when i = 3.
\ Therefore, i = 4 is the critical condition for repeated execution. .
: 7/
~

In the Scratch interface, click the "Operators" tab, drag the operator "="
block to the code area, and combine it to the critical condition position of
the block "repeat until”.
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@ v Biocks

Click the "Variables" tab and drag the "Variable i" block to the left of the
"Equal Sign" block in the code area, and fill the number "4" to the right of
the "Equal Sign" block, as shown in Figure 2.18.

) @ s Make a i
Soordinate m Coordinate | gensin,
Salibation . Calibation J
-« 0| @

Figure 2.18 Block related to the critical condition

Step 9: Integrate the process. Put the "repeat until" block under the "Set (i)
to 0" block, drag the "Home" block, and put it after the "repeat until" block.

Integrate the program of the robot arm moving forward 4 times is shown

in Figure 2.19.

Figure 2.19 Process integration

3.  Summary
((1) The main differences between "forever" blocks and "repeat until”
blocks are:
(2) When the robot arm moves to the right repeatedly, the block of
operator "*" should be placed in the oval position behind of the
\ relative motion block. (Fill in: AX, AY, AZ)

J
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4. Self-Assessment
Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle (()) for the unfinished ones.

Completion

Assessment Content
Status

I've created and set the variables

I've known the principle and function of the formula

I've known the principle of repeat execution until

've completed the programming task of repeating the
forward movement of the robotic arm 4 times

Task 3: Transport Two Objects

When a porter transports an object, the porter usually goes to one location,
picks up the object, then goes to another position and drops it. You will
program in Scratch, and enable the robotic arm to complete the process as
well as to transport two objects.

1. Observations

First, observe how the teacher makes the robotic arm transport two
objects. Then, fill in the blank in the table below according to your

observation.
(There are fixed positions for the robot arm to transport\
objects.

The height of the object at the initial position: the height is

as the number of transportation increases (fill in: higher, lower,

unchanged); the height of the object at the target position: the height is
than/as the number of transportation increases (fill in:

\higher, lower, unchanged); )

2. Steps

(1) Prepare Hardware

Step 1: Design the experiment map and place the equipment. Refer to
Figure 2.20 for the experiment map.
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initial position | target position

Figure 2.20 Experiment map
Step 2: Connect Magician Lite to a power supply.

Step 3: Use a USB cable to connect Magician Lite to the computer and
turn on Magician Lite.

(2) Design Program

Step 1: According to your observation, read the flowchart of moving
upwards 4 times by the robot arm, as shown in Figure 2.21.

Carry the first item

I

Carry the second item

I

Back to zero

Figure 2.21 Flowchart of transporting two objects
Step 2: Try to add the device Magician Lite in the software interface and
connect it.

Step 3: Find the starting block and drag it to the code area.
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Step 4: Transport the first object.

1) Move to the first object at the initial position. Here the position of the
first object is recorded as (260, -50, -17). Click the "Motion" tab,
drag the “Jump To" block to the code area, and put it under the

2

"when is clicked" block, as shown in Figure 2.22.

s,
2 oo @D € - €D < @

Figure 2.22 Jump to the position of the first object

Q :

= The robotic arm moves to the position of the first object (260, -50, |
-17), it can be determined according to the specific placement. At the |
same time, it can be found that the height of each object is 25mm. When
the two objects are neatly stacked, the Z coordinate value of the top :
surface of the top object is -17.

2) After moving to the position of the first object, delay 0.5 seconds.
Click the "Control" tab and drag the "wait (1) seconds" block to the
code area, change the waiting time to 0.5 seconds, and put it
together with the previous block, as shown in Figure 2.23.

o

2 oo @D € - €D < @

L 0.5
Figure 2.23 The blocks of waiting
3) Grab objects. Click the "Motion" tab, drag the "Suction Cup" block

to the code area, and put it under the "wait (0.5) seconds" block, as
shown in Figure 2.24.
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. Operators m
@ vaiabes | EASRTESSY o R o FA o0
Sensing
LN -0 0:0-0 ,}_JM,MY@ZQRO
Cﬁi /3 Relative Move 5X o mm &Y o
Sefting /Y sucioncup oN
5 R
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Figure 2.24 Grabbing objects
4)  Move to the target position and drop the object.

R e e e e "o
/ ‘l
! i Which blocks are included from moving to the target position to |
| dropping the objects? I
' !
i In Scratch, try to Jump move the arm to (260, 50, -43), wait 0.5

‘\ seconds, and then place the object (that is, the suction cup is released). ,'

Step 5: Move the second object.
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@

i Review which steps are involved in grabbing an object with a

- robotic arm

I

I

. In Scratch, try to program a robotic arm to carry the second

! object.

! (1) JUMP move to the second object (260, -50, -43) in the initial

I position, waits 0.5 seconds, and then grabs the object (that is, the

. suction cup is in grasping state).

I

- (2) JUMP move to the second object (260, 50, -17) at the target

\ position, waits 0.5 seconds, and then places the object (that is, .
: /
N

3. Summary

((1) The key steps involved in the robotic arm's handling of two objects\
are:

(2) The same blocks involved in the program of carrying two objects
are:

g _J

4. Self-Assessment

Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle (()) for the unfinished ones.

Assessment Content Completion

I've known the steps to grab and place objects

I've used suction cup control instructions

I've completed the programming task of grabbing and placing
objects

I've completed the programming task of the robotic arm
transporting two objects
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Task 4: Transport Four Objects

Through Task 3, you have made the robotic arm transport two objects already.
It is not difficult to find that in Scratch programming, the block used to transport
the first object is the same as that used to transport the second object. Now,
you will use the repeated execution, create a variable, and apply the formula in
Scratch programming to enable the robotic arm to transport four objects.

1. Observations

First, observe how the teacher makes the robotic arm carry four objects.
Then, fill in the blank in the table below according to your observation.

r

In Scratch programming, the repeat executing blocks used are: (Fill "repeat\
(10)" block, "repeat until" blocks).

The pattern of how the height of the object changes at the initial position:
The pattern of how the height of the object changes at the target position:

U J

2. Steps

(1) Prepare Hardware

Step 1: Design the experiment map and place the equipment. Refer to
Figure 2.25 for the experiment map.

initial position target position

Figure 2.25 Experiment map

Step 2: Connect Magician Lite to a power supplier.
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Step 3: Use a USB cable to connect Magician Lite to the computer and
turn on Magician Lite.

(2)

Design Program

Step 1: According to your observation, read the flowchart of the robot arm

transporting 4 times, as shown in Figure 2.26.

Step 2: Add and connect to the device in software interface.

In Scratch, try to add the device Magician Lite and connect to the

device.

JUMP move to the
initial position

Y

If the transporting happens

more than 4 times?

JUMP move to the

mitial position

Y

Grab the object

-

JUMP move to the
target position

h 4

Place the object

Y

Figure 2.26 Flowchart of transporting 4 objects

Fetum the robotic arm
to zero

\ 4
End

Step 3: Start and create a variable.
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\

In Scratch, find the block of starting and drag it to the code area. |

In Scratch, observe and test the height of the object at the initial
position and the target position through the control panel.

When you neatly stack 4 objects, the position of the upper surface of the
uppermost object at the initial position is (260, -50, 57), and the position |
of the upper surface of the lowermost object at the target position is
(260, 50, -43). Note that during operation, you can decide according to
the specific placement situation. ]

When the robotic arm transports the first object, JUMP move to the upper
surface of the first object in the initial position to grab the object; then
Jump move to the target position to place the object. The programming
method is shown in Figure 2.27.

/% suctioncup OFF =

Figure 2.27 Transporting one object

Step 5: Apply the formula.
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1)

Click the "Operators” tab, drag the "-" operator block to the code
area, put it in the Z-coordinate position of the first "Jump To" block,
and fill in the left side of the operator "-" block with 57 as shown in
Figure 2.28.

. Control Operators
. Operators . = .
7 N
. Variables L. : .J
.SeTngm J}_JumpToX@Y@ze_. Ro
—
O Events
.Sng pESEe o @ @ J}_ Suction Cup ON »=
m JlJumpToX@Y@Z@Ro
@ see
Coordinate . - @ J}_ Suction Cup OFF =
Calibation
Figure 2.28 Operators"-" blocks
2) Click the "Operators" tab, drag the operators "*" block to the code

area, splice it at the right elliptical position of the operators "-" block,
and fill in 25 to the left of the operator "*" block, as shown in the
figure As shown in 2.29.

. Control

Operators
. Operators . . .
. Variables m
rvn @ ©
.Sensmg J}_ JumpToX@Y@Z @-@‘. Ro
—
O Events
. Setting SR o - 0 J}_ Suction Cup ON =
.Mot\on -/l JumpToX@Y@Z@Ro
@i
g;ﬁ{,‘iﬂfﬁe . = @ J}_ Suction Cup OFF «
Figure 2.29 Operators "*" blocks
3) Click the "Variables" tab, drag the variable "i" to the code area, and

fill it in the right oval of the operator ™", as shown in Figure 2.30.
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o

j}- Suction Cup OFF =

Figure 2.30 Variable "i" blocks
4)  Formula for height change of target position.

i While the robotic arm is carrying four objects, talk about the

height change of the target position. The height change formula of
the target position is calculated based on the height change formula
of the initial position.

In Scratch, the formula for changing the target position is

applied to the Z-coordinate position of the second Jump move block
programmatically.

47



Step 6: Increase the variable i. Click on the "Variables" tab and drag the
"change (i) by 1" brick to the code area, and put it together with the
previous block, as shown in Figure 2.31.

O Control Variables

Make a Varable
. Operators
= 20
. Variables
. Sensing
i:: ::ﬁl Events
. Setting show variable i v
. Status Make a List

Figure 2.31 Variable i increased

Step 7: Repeat transporting four objects. This experiment task uses the
"repeat until* blocks. Since four objects are being carried, the judgment
condition is: i = 4.

Put the "repeat until" block under the "set (i) to 0" block, drag the "Home"
block, and put it after the "repeat until" block. Integrate the program of
transporting 4 objects by the robotic arm, as shown in Figure 2.32.



3.

e 1v 0 @)

repeat until

=@

=@

/3 suconCup OFF »

change iv by o

Figure 2.32 Program integration
Summary

\_

((1) While the robotic arm is carrying four objects , the height change)
(2) Write down the height change formula of the initial position and

(3) Role of using repeat executing blocks:

of the initial position and the target position are:

the target position:

J

4.

Self-Assessment
Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle (()) for the unfinished ones.
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Completion

Assessment Content
Status

I’'ve created a variable and used it in a task

I've known the pattern of the height changing of the object at
the initial and target position:

I've applied the instruction of the height changing formula

I've used repeated execution instructions

I've completed the programming task of transporting four
objects by the robotic arm
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Experlment 3 ( \

& X

Garbage CIaSS|f|cat|on

Team Name: Team member: Date:

Overview

/Paper, plastic, rind, old batteries, etc. are common trashes in campuses.\
With the continuous improvement of people's living standards, the
composition of campus garbage is becoming increasingly complex. To
dispose of such campus garbage, first you need to classify them. Some
people use artificial intelligence (Al) to classify garbage automatically.
This experiment simulates the process of automatic garbage
classification, and uses image recognition technology to realize automatic
classification of garbage by a robotic arm. Now, let's complete this

\experiment. /
Objectives

1. Understand the image data collection and training process by performing
garbage data collection and training.

2. Master the image identification instruction by completing "Image
Identification”.
3. Master the application of voice playback by completing the "Add Voice

Prompt Function”.

Equipment

Icon Name Quantity

Dobot Magician Lite
robotic arm
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Icon Name Quantity

'J Suction cup kit 1
Type-C cable 1
Power adapter 1

Garbage image

S I
paperboards evera

Garbage bin 4

Experiment Requirements
>

Take care when using electricity.

Before the experiment, check whether the experiment equipment is
complete and intact. If there is any omission or damage, please report to
the teacher.

»  Any specific operation in the experiment should be carried out according
to the experiment manual. If you have any questions, please promptly
ask the teacher.

» In the experiment, the joint of the robotic arm is in a working state after
being powered on. Do not force it to move without pressing the unlock
button.
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»  Equipment failure during the experiment must be reported to the
instructor in time. Do not handle it by yourself.

»  After the experiment, the equipment should be arranged well. You are
allowed to leave the laboratory only after the inspection by the group
leader.

¥ /

Garbage data collection and training, adding labels for four types of garbage
and collecting pictures corresponding to the four types of garbage, training
various types of garbage models, and testing garbage classification models.

1.

2.

Observations

Please observe the teacher's steps to collect and train garbage data, and
complete the remaining steps based on observations and tips.

Create new classification data: add features and data —»

(Follow the prompts to complete the remaining steps)

Steps

Step 1: Open the DobotScratch software, select the device Magician Lite
and connect it, and add the Al Extension module, as shown in Figure 3.1.

Coordiate . | Velocity




Figure 3.1 Software settings
Step 2: Create new classification data, as shown in Figure 3.2.

Image Identification

MNew classification data

Picture recognize o 's tag

use picture () cut and recognise

Things count in picture

Picture ing"

s
=
=]
7]
)
=]

Picture () coordinate x »  ing's vaiue

Figure 3.2 Create new classification data
Step 3: Add features and data (that is, collect garbage images), take
pictures of the types of garbage that need to be identified, and store them,
as shown in Figure 3.3.

‘9 Edit classification data

o Adding features and data

:
USB Camera (05a3:9422) v [ BN}
VA kitchen waste

KB recyclable we

8 harmful waste

Training model >

Figure 3.3 Garbage image collection
Step 4: Train the model. The process of garbage image preprocessing
and feature extraction is the process of computer learning. Figure 3.4
shows the model training.
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‘9 Edit classification data

0 Adding features and data

1
USB Camera (0523:9422) v [ BT
VA kitchen waste

. k‘ KB recyclable we

s

Training model >

Figure 3.4 Training the model
Step 5: Test classification model, place all types of garbage under the
camera, and test the accuracy of recognition, as shown in Figure 3.5.

‘9 Edit classification data

e Test classification model

USB Camera (05a3:9422) v
other waste (D °©747%
kitchen waste | 0.88%
- y recyclable waste | 0.69%
harmful waste | 0.97%
[ e

Figure 3.5 Test classification model
Step 6: Click "Finish" to save the file, as shown in Figure 3.6. Then, you
can start writing the program.
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Close X

- e Test classification model

USB Camera (05a3:9422) v

other waste (D © 7%

kitchen waste | 0.88%
recyclable waste | 0.69%
harmful waste | 0.97%

— Fme |

Figure 3.6 Clicking "Finish"

&

Implement the following through programing: If the image recognition

result is "other waste", the voice "other waste" is played.

3.  Summary

Summarize the steps of garbage data collection and training:

4. Self-Assessment
Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle (()) the unfinished ones.

Completion

Assessment Content
Status

I've completed the task of adding garbage features and
data

I've completed the task of testing the classification model
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Task 2: Identify Image

In task 1, we have collected and trained garbage images, and divided the
garbage image into four types. In task 2, we can use the trained garbage
model directly to classify garbage.

1. Observations

Please observe how the garbage classification system works and follow
the prompts to complete the general steps of Design Program.

(Design the program: Set the end tool to suction cup > initialig

the end position of the robotic arm > collect garbage images > identify
the collected garbage images

(Follow the prompts to complete the remaining steps)

\_ _/

2. Steps

(1) Prepare Hardware

Step 1: After preparing the equipment, power on the robotic arm and
connect the robotic arm to the personal computer (PC).

Step 2: Place the equipment on the corresponding position on the map,
as shown in Figure 3.7, adjust the robotic arm, and turn it on.
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Figure 3.7 Placement of equipment
(2) Design Program

Step 1: Analyze the implementation process of garbage classification and
draw a flowchart, as shown in Figure 3.8.
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Initialize

Set the end effector as
suction cup

v

Initialize the position of the
robotic arm

v

Gather garbage images

place the garbage to
“other garbage” bin

f the image recognition includes the labe
“other garbage”?

place the waste to “residual
waste” bin

f the image recognition includes the labe
“residual waste”?

place the garbage to
“recyclable garbage” bin

f the image recognition includes the labe
“recyclable garbage”?

f the image recognition includes the labe
“hazardous waste”?

place the garbage to
“hazardous waste” bin

Figure 3.8 Flowchart
Step 2: Open the program file saved in the previous lesson, and start
programming.
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Step 3: Select "When space key pressed" to trigger the program to run,
select "Select End Effector Suction Cup" to set the initial position of the
end of the robotic arm, as shown in Figure 3.9.

/Y select End Effector  Suction Cup =

2. morex G B~ @D < O

Figure 3.9 Initialization

Step 4: Select the "Timeout (3)s to take picture” block to gather garbage
images, as shown in Figure 3.10

/Y select End Effecior  Suction Cup =

L wmrox GEX) v €D - GD r @
Il’lmeout o 3 to take picture

Figure 3.10 Garbage image collection

Step 5: Set the conditions for the robotic arm to classify the garbage, that
is, to determine the image recognition result, as shown in Figure 3.11.

when space = key pressed

/Y selectEnd Effector  Suction Cup »

L wumpox ED VD @D RO

Timeout ° s to take picture

if Does string  Picture recognize  Picture 'stag confain then |

L e ED) €D - €D < @

;- SuctionCup ON «

L o D)  €ED) - D < @

Suction Cup OFF «

Figure 3.11 Setting the conditions for the robot to classify garbage
Step 7: If the conditions are met, place the garbage in the corresponding
garbage bin, as shown in Figure 3.12.
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J}_ Select End Effeclor  Suction Cup =

ASETER Y 2:0 B 13 FA 773 B¥ o0 ]

Timeout o 5 fo take piciure

if Does siring  Picture recognize Picture 'stag contain then

J}_Jumpmxvmz@Ro

J}_ SuctionCup ON +

£y amox GED v+ €ED : @D < ©@

J}_ Suction Cup  OFF

Figure 3.12 Robotic arm automatically classifies garbage

’_ ] — ] _— ] — ] _— ] — ] _— ] — ] _— ] — ] _— ] — »

. 1
e o
. In addition to using the "if ... then ..." block to achieve condition I
| judgment, what other methods can we use? .
. J

Step 8: There are four types of garbage, so you need to judge it four times. The
logic of the blocks is similar. The difference is the type of garbage and the
position of the garbage bin. Here is an example of judging two types of
garbage. The reference program is shown in Figure 3.13.
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/Y Select End Effector Suction Cup »

J}_JumpToXY@z@Ro

Timeout o 5 1o take picture

it Does string  Picture recognize  Piclure ‘s tag contain then

R —
2 wmorox GD €D * €D < @

/3 suctioncup ON v

22, oo x QD + D) < D) < @

/3 suconCup OFF ~

Does string  Picture recognize  Picture 'stag contain (GoeisiRib=ti] then

speech broadcasting UEIRYERE
oo x G+ €D €D = O

SuctionCup ON +

o G + €GB - D = @

Suction Cup OFF =

Figure 3.13 Garbage classification

\

I When running the program, you can find that the program -
* executes the judgment only once. Please try to use the "forever" block I
| to achieve multiple judgments. ’
*

3.  Summary

4 )

(Summarize the knowledge you’ve learned in this experiment)

\_ J
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4. Self-Assessment

Check the content completed in the experiment task, tick ( v) the finished
ones, and circle (O) the unfinished ones.

Completion

Assessment Content
Status

I've completed the task of initializing the end tool

I've set the location where garbage images are collected

I've completed the process of garbage classification once

've completed the process of garbage classification
multiple times

I've answered the questions raised in the experiment steps
carefully

Task 3: Voice Prompts

Add the voice prompt on the basis of task 2 to allow users to better use the
garbage classification system.

1. Observations

Please observe how the system works after adding the voice prompt
function, and complete the steps of Design Program based on your

observation.

(Design the program: Set the end tool to suction cup > initialize the end
position of the robotic arm > collect the garbage image > identify the
collected garbage image > play "Other waste" if the image recognition
label > put the garbage into the "Other waste" garbage bin.

(Follow the prompts and complete the remaining steps)

\_ J

2. Steps

Step 1: Prepare hardware. Refer to task 2 for details.
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Step 2: Analyze the implementation steps of adding voice playback and
voice recognition functions, and draw a flowchart, as shown in Figure
3.14.

Initialize

Set the end effector as
suction cup

!

Initialize the position of the
robotic arm

!

Gather garbage images |«

A 4

T the image recognition includes the labe Voice broadcast “Other | Place the garbage to
“other garbage”? garbage” = "other garbage” bin

T the image recognition includes the label Voice broadcast “residual o Place the waste to
“residual waste”? waste” g “residual waste” bin

T the image recognition includes the labé Voice broadcast o |Place the garbage to
<recyclable garbage™? “recyclable garbage” 7’| “recyclable garbage” bin

 the image recognition includes the labe Voice broadcast “harmful Place the garbage to|

\ 4

“hazardous waste”? garbage” "harmful garbage” bin

Figure 3.14 Flowchart
Step 3: Select the “speech broadcasting (hello)" block, and the voice
prompt "Hello, please put the garbage card directly under the camera”,
where the voice playback takes about 4 seconds. Select the "wait (1)
seconds" block, and change 1 second to 4 seconds, as shown in Figure
3.15.
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Figure 3.15 Voice prompt
Step 4: Select "speech broadcasting (hello)" to realize the voice prompt
"You can now ask the robotic arm what type of garbage it is". About 4
seconds are reserved for the voice playback. Figure 3.16 shows the
voice prompt.

Figure 3.16 Voice prompt
Step 5: If you have all the conditions met, then play the voice prompt and
put the garbage into the corresponding garbage bin, as shown in Figure
3.17.
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when space =  key pressed

3 Select End Effector  Suction Cup ~

-/}_ R EP e 2330 @ & @ R o
EvesniliiEl el Hello, please put the garbage card directly under the camera

wrpTox EED) v @D - €D ~ ©

SuctionCup ON

22 o G+ €ED - €D < ©

/Y suctoncup OFF =

Figure 3.17 Robotic arm automatically classifies garbage
Step 6: There are four types of garbage. Here two types of garbage are
used as an example for judgement. The program reference is shown in
Figure 3.18.

Does siring  Picture recognize Picture 'stag contain then

speech broadcasting
22 oo €D €D : €D - O

/3 suctionCup ON ~

22, mrox D) €D OB = @

/3 suctioncup OFF -

Does string  Picture recognize  Picture 'stag  contain (UG then

speech broadcasting (@ USIINESE
L3 wmpTox €D v @) 2 R

£ suction Cup ONw

DAY 207.9 I 2032 B 1012 ¥ 0 )

i=
/Y suctioncup OFF =

Figure 3.18 Judging two times
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Step 7: Include the “forever” block in the program because the garbage
needs to be classified more than once. The program reference is shown
in Figure 3.19.

-f}_ Select End Effector Sucfion Cup =

Y JumpTox (EEEN) Y@zno
-

LR BGELER G Hello, please put the garbage card directly under the camera

Does sting  Picture recognize Picture ‘stag contain then

speech broadcasting
23 oo D) ¥ €D - €D < O

/Y suctoncup ON w

J::. NI LA 2720 Il -134.8 JFll 1075 Ro

-f_}_ Suction Cup OFF =

if Does siing  Piclure recognize Piclure ‘stag coniain =l RVEE then

speech broadcasting {LAEELREEE S
J}_ Jump To X (EIEER ¥ @ z @ R o

J:‘_ Suction Cup ON =

J}‘ WIS 207.9 N -203.2 el 101.2 Ro

/Y suctoncup OFF =

Figure 3.19 Garbage classification program

’ N § IS I IS O IS S @ S S S S S S ..

Y = ‘

I The program can only classify two types of garbage. Please I
- modify the program to classify four types of garbage. I
I
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3.  Summary

4 )

(Summarize the knowledge you’ve learned in this experiment)

\_ J

4. Self-Assessment

Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle (()) for the unfinished ones.

Completion

Assessment Content
Status

I've completed the task of adding "Voice prompt function"

I've completed the questions raised in the experiment steps

68




Experiment 4

\
Desk Arrangement

Team Name: Team member: Date:

Overview

ﬁVhen students do their schoolwork, they often use pencils, rubber am
other stationery. After completing schoolwork, they can use our robotic
helper to help arrange their stationery and keep their desks neat and tidy.
In this experiment, we will simulate a scenario, where a robot arranges
sundries on the desk. This experiment aims to help students experience
how the image recognition technology and the image segmentation
technology are used. This experiment falls into four parts: the training
model, the image recognition and segmentation, the desk arrangement,
and the use of a multi-branch structure.

\_ J

»  Master how to train the image segmentation model in DobotScratch by
training the image segmentation model.

» Understand how to use the instructions of image segmentation by
programing the desk arrangement.

»  Understand how to distinguish the global variables from local variables by
programing the desk arrangement.

» Master what a multi-branch structure is by programming the desk
arrangement,

Equipment

Illustrated Equipment I Name Quantity

69



.i! Dobot Magician Lite 1
Robotic arms
USB Type-C interface 1
line
- Suction cup 1
..j
n Power adapter 1
Camera 1
|
Stationery card A certain
_ number
Schoolbag

Requirements
>

Take care when using electricity.

Before the experiment, check whether the experimental equipment is
complete and intact. If there is any omission or damage, please report to
the teacher.

»  Any specific operation in the experiment should be carried out according
to the experiment manual. If you have any questions, please promptly
ask the teacher.
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» In the experiment, the joint of the robotic arm is in a working state after
being powered on. Do not force it to move without pressing the unlock
button.

»  Equipment failure during the experiment must be reported to the teacher
in time. Do not handle it by yourself.

»  After the experiment, the equipment should be arranged well. You are
allowed to leave the laboratory only after the inspection by the group
leader.

Before a robot sorts stationery, we need to help it to know the stationery. Now,
let us teach the robot how to do so.

1. Observations

Students observe how the teacher trains the sorting model, record key
steps, and complete the blanks below.

Step 1: Collect some stationery photos.
Step 2: Add labels to them.
Step 3:

2. Steps
Step 1: Enable DobotScratch software.
Step 2: Select the Magician Lite device, and connect the "COM" port.

Step 3: Click the Add Extension button to add the Al module, as shown
Figure 4.1.
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Magician Lite Al Extension
This Is the extension of Magician Lite

and Magic Box

ON OFF E A a
SucsanCup =

Figure 4.1 Adding the Al Extension module
Step 4: Click the Al tab, select the "New classification data" in the image
recognition, and start to train the image classification model, as shown in
Figure 4.2.

IaKE ICTURE manuairy

Image Identification

New classification data

Picture recognize 's tag

Use picture

Things count in picture

Picture ing"

g
=
[f=]
7
)
[i=]

Picture (@) coordinate x v things value

Face recognition

Figure 4.2 New classification data
Step 5: Select and start the camera on the robotic arms, as shown in
Figure 4.3.
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‘@ Edit classification data

o Adding features and data

[orrose-eamromcssse— JeN

DV UDD LAV (UBUL. LUDU)

Integrated Camera (04ca:7070)

Training model >

Figure 4.3 Starting the camera on the robotic arms
Step 6: Click the image segmentation icon, move the robotic arm by using
the robotic arms control panel on DobotScratch, and adjust the camera
position. Note that each stationery card is under the camera, and bears a
yellow segmentation icon, as shown in Figure 4.4.

@ Aading features and data

SM USB CAM (Oedc 2050) M % Cut

I —— Q=0
2 Import CaRAnon

Figure 4.4 Adjusting the camera position
Step 7: Create a data set label. Click the plus sign to add a data set, and
set the name of the data set to "Pencil* and "Schoolbag”, as shown
Figure 4.5.
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-@’ Edit classification data

a Adding features and data

5M USB CAM (0Oedc:2050) v Cut

@ Delete categorical data

Training model >

Figure 4.5 Creating the data set label
Step 8: Collect data. Click the segmented image. To make picture
recognition more accurate, move the stationery card, and add the
stationery cards at different angles, as shown Figure 4.6.

‘9’ Edit classification data

o Adding features and data

5M USB CAM (0edc:2050) v Cut

@ Delete categorical data

Figure 4.6 Collecting the image data
Step 9: Train the model. Click the "Training model" button, as shown in
Figure 4.7.
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‘@- Edit classification data

@ Aaing features and data

5M USB CAM (0Oedc:2050) v Cut

@ Delete categorical data

| Training model > |

Figure 4.7 Training model
Step 10: Test the classification model. Click the camera on the robotic
arms, and use it to get the test data, as shown in Figure 4.8.

-@- Edit classification data

e Test classification model

5M USB CAM (Oedc:2050) v Screenshot
I 5M USB CAM (0edc 2050) ek

Integrated Camera (04ca:7070) Pencil: red
Schoolbag:

Figure 4.8 Getting the test picture from the camera
Step 11: Get the test result. Each label is provided with to a color, for
example, the pencil corresponds to red, and the schoolbag to yellow.
Click the "Screenshot cut" button to check whether the rectangle box
color on each card is the same as that on the data set of the card. If yes,
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this indicates that the image classification model is created. Finally, click
Finish, as shown in Figure 4.9.

‘@’ Edit classification data

e Test classification model

5M USB CAM (Oedc:2050) vi SCl’eel';Shot
cu

Pencil: red
Schoolbag:

]

Figure 4.9 Checking the test result

&

Try training the classification model of three kinds of stationery.

Summary
(1) The steps for training the image classification model:

(2) After adding picture data, test the classification model in order to:

Self-Assessment
Check the completed contents in the experiment task. Tick the completed

items, and circle the uncompleted items (Q)).
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Completion

Assessment Contents
Status

I've collected the stationery picture data.

I've learned how to add a label to picture data.

I've completed the entire training of the image segmentation
model.

Task 2: Recognize & Segment Image

From the above task we have learned how to help a robot know a picture, that
is, train the image segmentation model. Now we can apply a trained
segmentation model to ensure that after segmenting an image, the robot
recognizes its features.

1. Observations

Observe how the teacher segments and recognizes an image, record key
experiment steps, and fill them in the blank.

fStep 1: Get the desk photo. )

Step 2: Segment and recognize the desk photo.

Step 3:

\. J

2. Steps

(1) Prepare Hardware

Step 1: Design the experimental map, as shown in Figure 4.10, and set
the equipment.

| stationery stacking
. area

P o e o s o s o



Figure 4.10 Image recognition and segmentation experiment
Step 2: Install a camera at the end of Magician Lite, as shown in Figure 4.11.

Diagram of How to Use Cable Clip

Figure 4.11 Installing the camera
Step 3: Start the robotic arm, and connect it to a computer.

(2) Design Program

Step 1: Analyze the program realization flow, and read the flow chart, as shown
in Figure 4.12.
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Initialize the position
of the robotic arm

b

Turn on the camera
and obtain the image

v

Recognize the image
and segment it

y

Establish the variable
and save the image
label

v

Display the result on
stage

End

Figure 4.12 Image recognition and segmentation flow
Step 2: Initialize the position of the robotic arm. Control the robotic arm to a
proper position, and place a stationery card within the photographing scope, as
shown Figure 4.13.

2 morox @D+ €D - @ = @

Figure 4.13 Initializing the position of the robotic arms
Step 3: Open the camera and get the picture. Click the "Al" tab, drag the block
"Timeout (3)s to take picture" from "Image acquisition" to connect the previous
block, as shown in Figure 4.14.
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voice recognition
. Operators 9

. Variables
. Sensing

start Chinese_putonghua »  voice recognitiol
O Events

open speech recognition

start Chinese_putonghua »  voice recognitiol

-Q_JumpToX@Y@Z@Ro

Timeout e s to take picture

. Setting speech recognition results

speech broadcasting (il
. Motion J .

@ status Image acquisition

. Al Timeout o 5 to take picture
-

SSEUECE Take picture manually
Calibation

.MyBIocks
Figure 4.14 Getting the image

e e = -,
I \
| i The image acquisition module offers "Timeout (3)s to take picture"” I
| and "Take picture manually". Try using the two modules, and explain why l

the "Timeout (3)s to take picture" block is used. I
I

~ /
Step 4: Segment and recognize the image. Click the "Al" tab, drag "Use picture
(1) cut and recognise” from "image Identification”, as shown in Figure 4.15.

L2 awmpTox D) vED @R Q)

Timeout o s to take picture

Use picture o cut and recognise

Figure 4.15 Segmenting and recognizing the image
Step 5: Set the taken image for segmentation and recognition, and piece
"Picture" to the "1" position, as shown in Figure 4.16.
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open speech recognition

. Variables

start  Chinese_putonghua v  voice recognitio
. Sensing

start  Chinese_putonghua »  voice recognitio
O Events

speech broadcasting (Y]
. Motion Y .

@ stas Image acquisition

. Al Timeout o s fo take picture

Coqrdiﬂate Take picture manually
Calibation

. My Blocks

L amox (D ED: @@

Timeout e s to take picture

Use picture Picture cut and recognise

Figure 4.16 Setting the object for segmentation and recognition
Step 6: Create a variable, and name it stationery name A and stationery name
B, as shown in Figure 4.17, as shown in Figure 4.17.

New Variable

New variable name:

stationery name A

[3' For all sprites | © For this sprite only
Cancel | OK

New Variable x

New variable name

stationery name B

® For all sprites

Figure 4.17 Creating the variable

oot mm n mm s Em o Em o Em o Emor Em o oEm o Em o oEm o oEm o oEm o oEm o oEm or oEm ooy

role"?

gmu B mmm = mm

L]

9 What distinguishes "apply to all roles" from "apply to the current

2 For this sprite only

S r mm o mm s

EEE B O EEE P EES F EEE B EEE § EEE § EES O EEE 5§ EEE 5 EEE § EEE § B § B f s 5 Eem = mm

Step 7: Show the image label result on the stage, assign "Picture (1) thing’s
tag" to stationery name A, and "Picture (2) thing’s tag" to stationery name B, as

shown in Figure 4.18.



@nmmr @~ Fie Edt  Hep Scratch Project

stationery name A [T
stationery name & [

. Control Variables

Make a Variable
@ overators
s stationery name A
A © @ variavies
— stationery name B
— ‘ when space » key pressed
< @ sensing

o ] ()ET set  stationery nameA 1o (@) -&JumpToX@Y@Z@Ro

—
P change  staionery name » by (@) Timeout e s to take picture
Setting

. show variable  stationery name A » Use picture  Picture  cut and recognise
Motion

Device Sprite @5 set  stationerynameA » to Picture o thing's tag

f’- @~ Make a List

set stationery name B »+ fo  Picture e thing's tag

Magician

A

Magici... X

.

Step 8:

Coordinate | Sensing

Calibation

Coordiatel ;| . Veloci @
© v O @ vy Biocks

==
150 VZ+ Events

Figure 4.18 Assigning the variable
Run the program, and check whether the image segmentation

and recognition succeeds. Figure 4.19 shows the successful image
segmentation and recognition, and Figure 4.20 shows the failed image
segmentation and recognition.

‘@’ Take Photo Close X

5M USB CAM (0edc:2050) v

X IEIEHRIRs
: Pencil

K PIEEEERR
: Schoolbag

Figure 4.19 Successful image segmentation and recognition

¥ Take Photo Close X

5M USB CAM (0edc:2050) v

I3 PIREHRES

HBIL5E . Schoolbag

iy

Figure 4.20 Failed image segmentation and recognition
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3.  Summary

((1) The steps for creating a variable are:

(2) The key to successful image segmentation and recognition is:

\_

J

4. Self-Assessment

Check the completed contents in the experiment task. Tick the completed

items, and circle the uncompleted items ().

Assessment Contents

Completion
Status

I've used the photographing instruction.

recognition.

I've used the instruction of image segmentation and

I've learned to define and assign the variable.

Task 3: Complete Desk Arrangement

From the above task we learn to build the image segmentation model, test the
image segmentation function and help the robot know stationery types. Now,
we will arrange the desk with a robot, which will automatically set stationery on
the desk to its proper position.

1. Observations

Observe how the teacher arranges a desk, record key experiment steps,
and complete the blanks below.
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(Step 1: Take a photo of the stationery on the desk and get the image. \

Step 2: Segment and recognize the picture.

Step 3: Test what the segmented picture shows. If it is a pencil,

If it is a schoolbag,

\- J

2. Steps

(1) Prepare Hardware

Step 1: Design the experiment map, and set the equipment. Figure 4.21
shows the reference map.

u — L | l - — -
I . — u — u — u — u “ I

Area
| |

L} I - . n
| Stationery | . . . | stationery |
. Placement” | Statlonery Plleup - Placement =
| oA | Area [

| ]

I.._.I N e s s i____'

Figure 4.21 Stationery classification experiment
Step 2: Install the camera, connect it and the robotic arm to the computer.

(2) Design Program

Step 1: Analyze the stationery classification flow, and read the flow chart,
as shown in Figure 4.22.
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o= 1 mm = mm g

Initialize the
camera’s position

I

Turmn on the camera
and start shooting

Segment and
recognize the
stationery

L«

If the segmented objects are all
recognized?

Place the pen to where it
belongs

A 4

If the object is recognized as pen? Grab the pen

Place the schoolbag to

— . N
If the object is recognized as schoolbag? where it belongs

Grab the

A 4

Figure 4.22 Stationery classification flow

ST mE I mm I EEm I EE P Em I EE I Em 5 EEN I Em P EEm 5 Em P Em 5 Em R oEm 5 oEm R

ﬁ Review task 2: steps for summarizing image segmentation and

recognition

“an s m=m o mm ¢

¥ mm s Em 5 EE I EE P ES P =S I IS I N F BN 5 BN 5 B B BN R BN D Em 5 Em o Em

Step 2: Program image segmentation and recognition, as shown in
Figure 4.23.

2 s ox @ @ @~ O

Timeout () s to take picture

Use picture  Picture cut and recognise

Figure 4.23 Image segmentation and recognition
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Step 3: Define the variable counter to store the quantity of the items with
image segmentation, as shown in Figure 4.24.

@ controt | Variables New Variable x
= Make a Variable
. Operators
® Make a List New variable name:
Variables
Sensing

. Sensing

O Events
- w @ For all sprites| © For this sprite only
. Setting

@ 1votion Cancel n
when  clicked
. Status

. Control Variables
Make a Variable
. Operators
A
. Variables
) set  counter v to
. Sensing o when space v key pressed

Y] o © 72 o @ @ @~ @

Timeout o s to take picture

. Setting show vanable counter «

. Motion hide variable  counter w Use picture  Piciure cut and recognise

. Status Make 2 List Eel counter »+ 1o o

. Al Sensing

Coordinate
Calibation

. My Blocks m

Image Identification

. Variables
Edit classification data

. Sensing
Picture recognize o 's tag when space v key pressed
O Events . -
T [ Oemen 2 o @ @ @ < @
. Setting .
Things count in picture Timeout o s to take picture

Motion . ., . - .
. Picture o thing's tag Use picture  Picture cut and recognise

Status i i ing" . .
. FEHE o coordinate X = hing's value set counter * to Things count in picture
. Al Face recognition

Coordinate New face data

Calibation

Figure 4.24 Defining the variable counter
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Step 4: Define the variable i to store the sequence number of the items
with image segmentation, and set the initial value to 1, as shown in
Figure 4.25.

when space = key pressed

Ay o Y o FA o BY o )

Timeout o s to take picture

Use picture Picture cut and recognise

set counter * to Things count in picture

set | » too

Figure 4.25 Defining the variable i
Step 5: Recognize the label of each item with image segmentation. If a
label shows a pencil, the robotic arms will grab the pencil to the proper
placement area, as shown in Figure 4.26.

Timeout o 5 to take picture
Use picture  Picture cut and recognise

set  counter » fo Things count in picture

set i loo

Does string Piclure | thing'stag coniain WeEs

JumpTox (EER) Y @ z@ R @

SuctionCup ON =

Suction Cup  OFF »

Figure 4.26 The pencil as a recognition result
Step 6: Make the robotic arms grab the schoolbag to the proper
placement area if the label is recognized as schoolbag. The programming
flowchart is as shown in Figure 4.27.
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2. wmox (D €D - @ = O
Timeout a s to take picture

Use picture  Piclure cut and recognise

set counfer * fto Things count in picture

Does =tring  Picture i thing's tag contain @ then

J:L Suclion Cup ON =

LY umpTo x m ‘'l -255.9 Jd @ R

.!'A.' Suction Cup OFF =

Does siring  Picture i thing's tag contain EEEibINEN] then

7 seeex €D + €D - €D - @
A
L JumpTuJ.‘(@Y 2655 z R@

.!‘l_ Suction Cup OFF =

Suction Cup OHN =

Figure 4.27 The schoolbag as a recognition result
Step 7: Repeat the above test process until all the segmented items are
recognized, as shown in Figure 4.28.
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Timeout e = to take picture
Use picture Piclure cut and recognise
counter + 1fo Things count in picture

set iw Ioo

repeat until i = counter

Does string  Picture ] thing's tag mnlain@ then

JumpTo X (ERR 'r@z R m

Suclion Cup ON =

Suction Cup OFF =

Does string  Picture ] thing's tag coniain (RG] then

Sucfion Cup ON =

Jump To X @ v B - @ R @

Suction Cup OFF =

change i+ by o

Figure 4.28 Repeating the execution
3.  Summary

(- )

(4) The instruction of the character string recognition is:

(5) The instruction of the conditional loop is:

\. J

4. Self-Assessment

Check the completed contents in the experiment task. Tick the completed

items, and circle the uncompleted items ().

89



Completion

Assessment Contents
Status

I've learned to use the instruction of the character string
test.

I've learned to use the instruction of the conditional loop.

I've programmed the desk arrangement.

Task 4: Use the Multi-branch Structure

In the above task we have arranged a desk by using a single-branch structure.
In the case of multiple judgment conditions, we use several single-branch
structures. Thus, the computer can execute the judgment more times. To
improve the program execution of the computer, we can replace multiple
single-branch structures with a multi-branch structure. Now, let us use a
multi-branch structure for programming.

1. Observations

Observe how the teacher writes a multi-branch structure program, record
key steps and complete the blank below.

(Step 1: Segment the items on the desk. )
Step 2: Respectively test the segmented items.
Step 3:
. J
2. Steps

(1) Prepare Hardware

Task 4 has the same hardware building as task 3. Students need to build
the hardware in task 4 as per task 3.

(2) Design Program

Step 1: Analyze the realization flow of the desk arrangement program,
and draw the flow chart as per the flow chart in task 3.

Step 2: Take a photo of the desk and get the photo, and segment and
recognize it as per steps in task 3, as shown in Figure 4.29.

90




4.30.

when

2t o @D €D - @ = O

Timeout o s to take picture

Use picture

set counter =

set 4 too

Picture cut and recognise

Things count in picture

Figure 4.29 Image segmentation and recognition

Step 3: Test the label of a segmented item by using a multi-branch
structure. If the label of a segmented item shows a pen, the robotic arm
will grab the pencil to the proper placement area, as shown in Figure

. Cantrol

. Operators

. Variables

. Sensing -

O Events

. Setting

. Maotion

. Status

C 1Y

Cooerdinate
Calibation

. My Blocks

ﬁ |

repeat until
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Timeout (€ s to take picture
Use piEIurE.- Picture cut and rECCQniSE

sef counter = t0 Things count in picture

st i 100

Doesstring Picture = 1  thing'stag contain then

\ JumpTox (EAR Y@E@Rm

+ SuctionCup ON =

wmpTo x (ERD ¥ €D - €D = €D

+  SuctionCup OFF =

Figure 4.30 Multi-branch structure
Step 4: Make the robotic arm place the schoolbag to where it belongs if
the label is recognized as schoolbag, as shown in Figure 4.31.
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2 wmox @D ¥ €D : @ = O
Timeout o 5 to take picture

Use picture Picture cut and recognise

set | counter + to Things count in picture

e 1+ 0@

if Does string Picture | i1  thing'stag contain then

wmpox D) v €D - @D < €D

SuctionCup ON w

wmox G Y 2D : €D - €D

Suction Cup OFF =

Does string Picture © 1 thing'stag contain {gEsixpleslle=Ts) then

wmpox €D v CD - @D < CD

SuctionCup ON =

o 1ox @) v C) - €D = CD

Suction Cup OFF =

Figure 4.31 Placing the schoolbag
Step 5: Repeat the above test process until all the segmented items are
recognized, as shown in Figure 4.32.
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2 oo @D+ €D - @~ @
Timeout o s to take picture

Use picture Piclure cut and recognise

set counter *+ o Things count in picture

set [ tuo

repeat undil i =

Does shring  Picture i thing's tag contain @ then

S aump o x ERED ¥ @ z R @
g

.JL Suction Cup ON =

j:i- Suction Cup OFF =

elze

Does siring  Picture i thing's tag contain WESIEGLET then

wmpox €D v €D - €D -

Suction Cup ON =

oo @)+ D €D = €D

Suction Cup OFF «

Figure 4.32 Repeating the execution
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i Program the arrangement of three pieces or more of stationery on |
'\ the desk by yourself. ]
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3.  Summary

r

(1) The instruction of the multi-branch structure is:

~N

(2) The difference between a multi-branch structure and multiple
single-branch structures is:

\ J

4. Self-Assessment

Check the completed contents in the experiment task. Tick the completed

items, and circle the uncompleted items (Q)).

Completion

Assessment Contents
Status

I’ve learned to use a multi-branch structure.

I've known the difference between a multi-branch structure
and multiple single-branch structures.
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Experiment 5 %

3

Q

- Smart Cafeteria |

Team Name: Team member: Date:

Overview

Ghat do you think the smart cafeteria should look like? The sm:m
cafeteria has modules such as smart ordering and cafeteria
management, and each module has multiple functions, which can
improve the dining satisfaction. This experiment uses speech
recognition technology and facial recognition technology to simulate
voice ordering and facial recognition payment in the smart cafeteria.
Among them, the voice ordering allows the robotic arm to automatically
take meals according to the speech recognition result. Facial
recognition payment allows the system to verify identities through facial
recognition and deduct the corresponding amount from the account.

(et's experience it together! /

1. Master the usage of speech recognition instructions by invoking them.

2. By completing the tasks of facial data collection and training, understand
the process of facial data collection and training.

3. Master the use of judgment structure by writing a program for voice
ordering.

4. Master the use of facial recognition instructions by writing a facial
recognition payment program.

5. Understand how to use variables by writing a facial recognition payment
program.

Equipment

I Icon Name Quantity
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Dobot Magician Lite 1
robotic arm
h g Suction cup kit 1
Camera kit 1
Type-C cable 1
Power adapter 1
Food stickers 1

Experiment Requirements
>

Take care when using electricity.

Before the experiment, check whether the experiment equipment is
complete and intact. If there is any omission or damage, please report to
the teacher.

»  Any specific operation in the experiment should be carried out according
to the experiment manual. If you have any questions, please promptly
ask the teacher.
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» In the experiment, the joint of the robotic arm is in a working state after
being powered on. Do not force it to move without pressing the unlock
button.

»  Equipment failure during the experiment must be reported to the
instructor in time. Do not handle it by yourself.

»  After the experiment, the equipment should be arranged well. You are
allowed to leave the laboratory only after the inspection by the group
leader.

Automatically collect voice and display the speech recognition result on the
stage through speech recognition instruction.

1. Observations

Please complete the experiment steps according to the prompts.

Add "Al" extension module > Select speech recognition
module > Create a variable >

(Follow the prompts to complete the

remaining steps)

2. Steps

Step 1. Add the "Al" extension module, click "open speech recognition™
at the speech recognition section, and test the speech recognition results
to ensure that the voice can be collected and recognized normally, as
shown in Figure 5.1.
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Al

voice recognition Speech recognition Close X

I open speech recognition I

S EU S MM WWIWAWVAAAAAAANY

start Chinese_putonghua «  voice recognition, Manual

speech recognition results Please select a language: English * Stopl

speech broadeasting

Figure 5.1 Opening the recognition window
Step 2: Drag out the "start English voice recognition, continued for 1
second" block, and change 1 second to 6 seconds, as shown in Figure
5.2.

start English v voice recognition, continued for () second

Figure 5.2 "start English voice recognition, continued for 1 second" blocks

Step 3: Click the "Variables" tab, and select "Create a variable" to create
a variable "i", as shown in Figure 5.3.

. Control Variables

Make 2 Variable New Variable x
. Operators

. — Make a List New variable name:
dariables

Sensing

. Sensing
@ For all sprites  © For this sprite only

O Events

Events

Figure 5.3 Creating a variable
Step 4: Click the "Variables" tab, drag the "Set i to (0)" block, click the
"Al" tab, drag the "speech recognition results" block, and set the value of

i" to "speech recognition results", as shown in Figure 5.4.

start English + voice recognition, continued for o second

i+ fo speechrecognition results

Figure 5.4 Setting the variable "i" to "speech recognition results"
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Step 5: Click the "Events" tab and drag the "When F is clicked" block
to trigger the program to run as shown in Figure 5.5.

start English v  voice recognition, continued for () secona

set i+ (o speechrecognition results

Figure 5.5 "When the green flag is clicked" triggers the program to run
Step 6: Click the small green flag to record the sound. You can see the
speech recognition results on the stage. As shown in Figure 5.6.

Figure 5.6 Speech recognition results displayed on the stage

i Replace the "start English voice recognition, continued for 1 second" block with
"start English voice recognition, Manual”, and run the program. Observe what is the
difference?
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3.  Summary

Summarize the steps to display the speech recognition results on
the stage:

4. Self-Assessment

Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle (()) for the unfinished ones.

Completion

A men nten
ssessment Content Status
I've completed the task of creating a variable

I've completed the task of displaying speech recognition
results on stage

Task 2: Collect & Train Facial Data

To perform facial data collection and training, add three persons' tags and
collect pictures corresponding to three persons', train face models, and test
face classification models.

1. Observations

Please observe how the teacher collect and train facial data.

( Facial data creation: add facial features and data > \

(Follow the prompts to complete the remaining steps)

\_ J

2. Steps

Step 1: Create facial data, as shown in Figure 5.7.
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Face recognition

New face data

The gender of picture () faciai recognizationis - mae «

The expression of picture (]} facial recognization is ~ normal +

The ciass name of picture. ()
The ciass name of picture {fJJ) facial recognization is  Name1 ~

Figure 5.7 Creating facial data
Step 2: Click the "New face data" button to collect facial images and
complete the facial data storage, as shown in Figure 5.8.

‘@’ Edit face data . Close X

o Adding features and dat4

USB Camera (05a3:9422) v

KN Name3

Training model >

Figure 5.8 Adding features and data
Step 3: Train the model. The process of facial image preprocessing and
feature extraction is the process of computer learning. Figure 5.9 shows
the model training.
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‘@ Edit face data

o Adding features and data

1
USB Camera (05a3:9422) v

VA Name2

<l Name3

Training model >

e Test classification model

USB Camera (05a3.9422) v

Kelly | 0.54%
John 0.02%
MrLee | 0.86%

Figure 5.9 Training the model
Step 4: Test the classification model. Model testing is the process of facial
image recognition and classification. Figure 5.10 shows the testing.

@ Edit face data Close X

e Test classification model

USB Camera (05a39422) v

Figure 5.10 Testing
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result is "Kelly", then the voice "Kelly, hello!" is played.

I
\

Implement the following through programing: If the facial recognition .

L 4

3.  Summary

r

Summarize the steps of facial data collection and training:

~

.

.

4. Self-Assessment

Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle () for the unfinished ones.

Assessment Content

Completion
Status

I've completed the task of facial data collection

I've completed the task of testing the face classification
model

I've completed the questions raised in the experiment steps

Task 3: Order by Voice

After recognizing what the orderer says, the robotic arm performs the food
fetching action. For example, if John said "I want meal package A", the
keyword “Meal package A" is recognized, and then the robotic arm is driven to

get the Meal package A.

1. Observations

Please observe how the voice ordering system works and complete the
steps of designing program based on your observation and prompts.
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Program design: Initialize > collect voice > recognize the
speech > If the speech recognition is “Meal package A" > make
the robotic arm get the meal package A and sets the set meal
price.

(Follow the prompts to complete the remaining steps)

\_ J

2. Steps

(1) Prepare Hardware
Step 1: Prepare cards for meal packages A, B, C, and D.

Step 2: Power on the robotic arm, connect the robotic arm to the personal
computer (PC), and install the end of the suction cup.

Step 3: Place the equipment, as shown in Figure 5.11.

gr— = ~
+ Meal package + Meal package
| A | @
po—— - po——- -
+ Meal package * Meal package
| 1

Dining area

Figure 5.11 Placing the equipment
(2) Design Program

Step 1: Analyze the voice ordering process and draw a flowchart, as
shown in Figure 5.12.
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Initialize

v

Gather voice

v

A4

Recognize voice [«

The robotic arm grabs
Meal A

\4

Recognized as Set the price as 24

The robotic arm grabs
Meal B

\4

Recognized as Set the price as 27

The robotic arm grabs .
Meal C g

Recognized as Set the price as 30

The robotic arm grabs
Meal D

\4

Recognized as Set the price as 35

Figure 5.12 Flowchart
Step 2: Open the software, select the device Magician Lite, connect to the
device, and add the "Al" extension module.

Step 3: Click the "Events" tab, drag the "When space key pressed" block,
click the "Setting" tab, drag the "Select End Effector Suction Cup" block,
and then put them together, such as Figure 5.13.

/3 Select End Effector Suction Cup =

Figure 4.13 Setting the program starting manner and the end tool
Step 4: Click the "Variables" tab, select "Create a variable”, and name it
"price”, as shown in Figure 5.14.
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Variables

Make a Variable

New Variable x

New variable name:

price change price v by o

set price v to

show variable price
® For all sprites  © For this sprite only

hide variable price «

Make a List

Figure 5.14 Create a variable "price"
Step 5: Set the variable price to "0" to initialize the end position of the
robotic arm, as shown in Figure 5.15.

l |

when space » key pressed

s
. 4 Select End Effector  Suction Cup «

set price = too
%o wmox G (D @D < @

Figure 4.15 Initialization
Step 6: Click the "Al" tab and drag the "start English voice recognition,
continued for 6 second" block to collect voice and recognize speech, as
shown in Figure 5.16.

when space + key pressed

Jl_ Select End Effector Suction Cup =

set price v+ fo o
Ly sump o x €YD ¥ €B) 2 R @)

start English * voice recognition, continued for o second

Figure 5.16 voice collection and speech recognition
Step 7: Determine the result of speech recognition. If it is “meal package
A", play the voice "OK, please wait a moment"; the robotic arm gets the
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meal package A; the variable "price" is set to 24, which is the price of the
meal package A; play the voice "This is your meal package A". Among
them, the "Does string ... contain ..." block is in the calculation tab page;
the "wait 1 seconds" and "if ... then ... else ..." block is in the control tab
page; "speech recognition results" and "speech broadcasting” blocks are
in the Al tab page. Drag the blocks to the code editing area, and put them
together according to a certain logic, as shown in Figure 5.17.

then

22, e G« €D - €D < @
set price * io a
= G EL LS Wl This is your meal package A

alse

Figure 5.17 Speech recognition food fetching

Step 8: Determine whether the speech recognition result is “meal
package B, meal package C, meal package D" according to the same
logic. As the entire process is not executed only once, but multiple times,
select "forever" on the control tab page. "The parts that need to be
repeatedly executed are put into the repeating executing blocks. Here
meal packages A and B are used as an example, as shown in Figure
5.18.

108



Dioes sfring  speech recognition results  contain or Does string  speech recognition resulis  contain (UEENERELEEEY then

e G ER LN OF, please wait a moment

s SuctionCup ON =

'n Jum;-T:-){‘f@Z F‘.@

i Suction Cup OFF =

LU EL LS This is your meal package A

eke

if Does sting  speech recognition resulis  contain REERER =LY or Doessiing speech recognition results  contain QEEIRETEREES:] then

SSRGS E LR O, please wait a moment

./:._ Suction Cup ON =

22 somrrex G ¥ D) 2 €D < @

o} SuctionCup OFF =

set  price = to a
EE G A This is your meal package B

Figure 5.18 Speech recognition food fetching

’_ [ ] — L] — [ ] — L] — [ ] — L] — [ ] — L] — [ ] — L] — [ ] — .

- |
. If a child talks to the robotic arm in Chinese, can the robotic arm I
lunderstand it? Please think about how to make it happen? .

' 4

\ L] — ] _— L] — ] _— L] — ] _— L] — ] _— L] — ] _— L] — ]
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3.  Summary

4 )

(Summarize what you learned in this experiment)

\ _/

4. Self-Assessment

Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle (()) for the unfinished ones.

Completion

Assessment Content
Status

I've completed the task of creating the variable "price"

I've completed invoking the "voice recognition™ instruction

I've completed the first judgment structure to determine
whether the speech recognition is “meal package A"

I've completed the task of programming to get the meal
package A by the robotic arm

I've completed the second judgment structure to determine
whether the speech recognition is “meal package B"

I've completed the task of programming to get the set meal B
by the robotic arm

Task 4: Face-Scanning Payment

After ordering meals, you need to pay the fee. This task simulates the
application of facial recognition payment. It is assumed that facial data of the
students and teachers who eat at the cafeteria has been collected. The task
uses John, Kelly, and Mr. Lee as an example. If John ordered meal package A,
then the cost of meal package A will be deducted from John's account.
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1. Observation

Please observe the operation of the facial recognition payment system
and complete the steps of Design Program based on your observation
and prompts.

(Program design: Initialize > play the voice prompt to face the\
camera > collect facial data and performing facial recognition > If it
is John > deduct the amount from John account

(Follow the prompts to complete the remaining steps)

\_ v

2. Steps
(1) Prepare Hardware

Step 1: Power on the robotic arm, connect the robotic arm to the personal
computer (PC), install the end of the suction cup, and install the camera
at the end, as shown in Figure 5.19.

Figure 5.19 Installing the camera
Step 2: The position of the robotic arm is the same as that in the task 3.

(2) Design Program

Step 1: Analyze the implementation process of facial recognition payment
and draw a flowchart, as shown in Figure 5.20

111



Initialize

v

Voice prompt:

\ 4

facing the camera

v

Gather human
faces

v

Recognize the face

If it is recognized as John?

If it is recognized as Kelly?

If it is recognized as Mr. Lee?

Failed to pay. Please
choose other

payment method

Ture

Minus John’s amount

Minus Kelly’s amount

Minus Mr. Lee’s amount

Q Review task 2 to collect facial data and training.

Figure 5.20 flowchart
Step 2: Open the "Voice order" .sb file, collect the facial data and train.
’ _— | ] —_— n
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Step 3: Create three variables, which represent John's account deposit,
Kelly's account deposit, and Mr. Lee's account deposit, assuming that the
deposits are 100 yuan, 100 yuan, and 200 yuan, as shown in Figure 5.21.



sef  John's account deposit =+ to @

set Kelly's account deposit + to @

sef Mr. Lee's account deposit + to @

Figure 5.21 Create three variables
Step 4: Set the position of the camera of the robotic arm, and prompt the
diner to "please face the camera and complete the facial recognition
payment”, as shown in Figure 5.22.

set  John's account deposit + {0 @

set Kelly's account deposit + {0 @

set Mr. Lee's account deposit + to @

WASTUSPY 2330 RE 1.3 J A 773 ¥ o )
e GVl please face the camera and complete the facial recognition payment

Figure 5.22 Position for photo taking
Step 5: Collect the facial image, and select “Timeout 3s to take picture”
on the Al tab page, as shown in Figure 5.23.

John's account deposit » to m

Kelly's account deposit + to m

Mr. Lee's account deposit + to

LY umpTox EERRY Y @ z @ R o
Gl pEh e bl please face the camera and complete the facial recognition payment

Timeout o 5 to take picture

Figure 5.23 Collecting facial images
Step 6: Identify the identity information corresponding to the facial image.
If the facial image is John, deduct the amount from John’s account. On
the Al tab page, select the "The class name of picture..." block, and
embed the "picture” block in this block. The "picture” here is the facial
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image collected by the camera. In addition, the "join ... and ..." block is in
the calculations tab. After dragging out the corresponding blocks, put
them together according to a certain logic, as shown in Figure 5.24,
where the deduction amount is the price of the meal package, and the
remaining amount of John is "John’s deposit minus the price of the set
meal".

John's account deposit v to (D)

Kelly's account deposit +  to ()

M. Lee's account deposit +  to (EXY)

umpTox €SP Y €D 2 €D ~ @

speech broadcasting

please face the camera and complete the facial recognition payment

Timeout () s totake picture

Does stiing The class name of picture  Picture  contain then

Evsewili s =iyl John's deposit minus the price of the set meal

speech broadcasting join  price

S—

set  John's account deposit » to  John's account deposit - price

else

Figure 5.24 Identify facial information and deduct the amount
Step 7: Determine whether the face is Kelly and whether the face is Mr.
Lee using the same logic. The program integration is shown in Figure
5.25. "price" is price of the meal package. Once the amount is deducted,
each person's deposit will be updated in real time on the stage.
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sef John's account deposit »  to @
sef Kelly's account deposit »  to @

sef Mr. Lee's account deposit = to @

L wmTox G (D - GED O

N LR l please face the camera and complets the facis| recognition payment

Timeout a 5 to take picture

i Does string  The class name of picture  Picture  contain then

=S s RN John's deposit minus the price of the set meaal

speech broadcasting  join  price @

speech broadcasting

set  John's account deposit =  to John's account deposit - price

else

if Does siring  The class name of picture  Picture  contain S0 then

LS L ERRES L Kelhy's depesit minus the price of the ==t meal

speech broadcasting  join - price

speech broadeasting

sef Kelly's account deposit »  to Kelly's account deposit -

else

if Does string  The class name of picture Picture contain then

SR Ll M. Le='s deposit minus the price of the set meal

speech broadcasting  join  price @

speech broadeasting

it Mr. Lee's account deposit = to Mr Lee's account deposit - price

Figure 5.25 Facial recognition payment system

’ L] L L] — L] L L] — L] L L] — L] L L] — L] L L] — L] L L] — [

\

Ii How to put voice ordering together with facial recognition payment to

iorm a "cafeteria assistant" system? Try it by yourself!

. !

\ L] —_— L] — L] —_— L] — L] —_— L] — L] —_— L] — L] —_— L] — L] —_— L] — .

3.  Summary
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~

(2) Use the "Facial recognition of ..." block to obtain the name
corresponding to the face.

(1) Use the "Automatic photo taking after the countdown of ...
seconds" block to collect facial images.

uSummarize what you learned in this experiment) )

4. Self-Assessment

Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle () for the unfinished ones.

Completion

Assessment Content
Status

I've completed the task of creating three variables

I've completed the task of collecting facial images

I've completed the task of updating John’s deposit using
variables

I've completed the task of updating Kelly’s deposit using
variables

I've completed the task of updating Mr. Lee’s deposit using
variables

I've written the cafeteria assistant system program
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Experiment 6 %

* N
~ Smart Library

*

Team Name: Team member: Date:

Overview

(With the development of artificial intelligence (Al) technologies, many\
school libraries now use unmanned management systems. Reader
identification, borrowing and returning of books can be done
automatically on a machine. This experiment simulates an unmanned
management system of a smart library. Students can authenticate their
identities through facial recognition technology, and complete the
process of borrowing and returning books through speech recognition

and OCR text recognition. /

\_

1. By building the smart library system, experience the application of facial
recognition technology.

2. By writing the program of the smart library system, master the usage of
the facial recognition module in DobotScratch.

3. By building the smart library system, experience the application of
speech recognition technology.

4. By writing the program of the smart library system, master the usage of
the speech recognition module in DobotScratch.

5. By building the smart library system, experience the application of OCR
text recognition technology

6. By writing the program of the smart library system, master the usage of
the text recognition module in DobotScratch

Equipment
units)
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Dobot Magician Lite
robotic arm

USB type-C cable

Suction cup

Power adapter

Camera

Chinese Book name card Several

Experiment Requirements
>

Take care when using electricity.

Before the experiment, check whether the experiment equipment is
complete and intact. If there is any omission or damage, please report to
the teacher.

»  Any specific operation in the experiment should be carried out according
to the experiment manual. If you have any questions, please promptly
ask the teacher.

» In the experiment, the joint of the robotic arm is in a working state after
being powered on. Do not force it to move without pressing the unlock
button
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»  Equipment failure during the experiment must be reported to the
instructor in time. Do not handle it by yourself.

»  After the experiment, the equipment should be arranged well. You are
allowed to leave the laboratory only after the inspection by the group
leader.

In conventional libraries, students need to confirm their identities through a
library card before they can borrow books. If a student forgets to bring a library
card or loses it, he or she cannot borrow any books. Using facial recognition
instead of a library card to verify the identity can greatly improve the efficiency
in borrowing books and bring great convenience to students. Now, let's
prepare the facial recognition system together.

1. Observations

Please observe how the teacher establishes a facial recognition system,
and fill in what you see in the blank below.

To establish a facial recognition system, the first step is:

The second step is:

The third step is:

The fourth step is:

2. Steps

(1) Prepare Hardware

Step 1: Install a camera at the end of Magician Lite.
Step 2: Power on Magician Lite.

Step 3: Turn on the personal computer (PC).

Step 4: Connect Magician Lite and PC with a USB cable.
Step 5: Connect the camera and PC with a USB cable.
(2) Design Program

Step 1: Design the program flowchart, as shown in Figure 5.1.
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Initialize the
position of the

robotic arm

v

Give out voice
command to

start shooting

v

Turn on the
camera to shoot

photos

v

Obtain the face
and the name

False Ture

If the name is Mr.Lee, John or Kelly?

Give out voice .
command to reshoot Voice broadcast the

or re-enter the recognized name

information

Figure 5.1 Flowchart of identity authentication procedure
Step 2: Open the DobotScratch software.

Step 3: Select Magician Lite and connect it to the corresponding com
port.

Step 4: Add the Al module.

Step 5: Click the Al tab, select the facial recognition module, and click
"Edit face data", as shown in Figure 5.2.
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O Events Face recognition

) Edit face data
. Setting

The gender of picture ° facial recognization is male «

The expression of picture o facial recognization is normal =
. Status
The class name of picture o
@ o
The class name of picture o facial recognization is  Kelly =

. A OCR Text recognition
My Blocks
Make a Block

Figure 5.2 face recognition module
Step 6: Create the data set. In this experiment case, three data set labels
were established, namely, "Mr. Lee", "John", and "Kelly". Turn on the
camera on the robotic arm and add facial images in the corresponding
data set, as shown in 5.3.

9 Edit face data

o Adding features and data

Integrated Camera (04ca:7070) v

Training model >

Figure 5.3 Collecting facial data
Step 7: Train the model, as shown in Figure 5.4.
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@ Edit face data

o Adding features and data

Integrated Camera (04ca:7070) v

[T

Figure 5.4 Training the facial recognition model
Step 8: Test the facial recognition model. Place the face under the
camera and click the test button. The right side of the test window shows
the computer-predicted probability that the face matches each name. The
likelier the name is to be correct, the more accurate the facial recognition
model, as shown in Figure 5.5.

‘9 Edit face data

e Test classification model

Integrated Camera (04ca.7070) v
Mr.Lee | 0.73%
[ty CET— o>
John | 0.66%
Class4 0.26%

Figure 5.5 Testing the facial recognition model
Step 9: Write an identity authentication program. Move the robotic arm to
a suitable position, and turn on the camera to take a picture of the face,
as shown in Figure 5.6.
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2 om0 €D @ - €D < @
S—

Timeout () s to take picture

Figure 5.6 Program of taking a photo with a camera
Step 10: Obtain the name of the facial image and determine whether the
name is in the dataset, as shown in Figure 5.7.

when

22 sm70x €D+ @ 2 €D = @

Timeout o s to take picture

if The class name of picture  Piclure = or The class name of picture  Picture = @ or The class name of picture  Picture = el then

Figure 5.7 Obtaining test pictures with a camera
Step 11: Play the corresponding name if the facial picture is in the dataset;
otherwise remind the user to take a new photo or re-enter the information,
as shown in Figure 5.8.

clicked

when
2. w105 CD €D - €D~ @
———

Timeout o s to take picture

if The class name of picture  Picture = or The class name of picture  Picture = or The class name of picture  Picture = then

speech broadcasting @

speech broadcasting  The class name of picture  Picture

ekse

B NGEL LSSl sorry,. can not query the relevant information
LR GEL LSl please take a picture again or register your information again

Figure 5.8 Authenticating the identity
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3. Conclusions

(5) The steps to establish a facial recognition system are:

(6) How to build facial data:

(7) The instructions for the facial recognition are:

4. Self-Assessment

Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle (()) for the unfinished ones.

Completion

Assessment Content
Status

I've known the steps to achieve facial recognition

I've collected facial data
I've trained a facial recognition model
I've tested the facial recognition model

I've completed the identity authentication task with facial
recognition

Task 2: Establish Voice-Based Book Borrowing System

When students go to the library to borrow books, they need to find the location
of the books by themselves, so the efficiency is not high. In order to improve
the efficiency in borrowing books, you can help pick up the books by
voice-controlled robots. Now, let's establish a voice-based book borrowing
system together.

1. Observations

Please observe how the teacher makes speech recognition work, and
analyze the steps of establishing a speech recognition system.
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2. Steps
(1) Prepare Hardware

Step 1: Design the experiment map and place the equipment. The
reference of this experimental map is shown in Figure 5.9.

— e e - — e e . -
* Chinese book area - * English book area -
| I a4 L. g_ ..... a4
e e " — e e e "
" Math book area - " Science book area -

....... 4 o r e o

[ -
[ .
i book fetch

. area I
| .
\ ]

Figure 5.9 Map of the smatrt library
Step 2: Power on Magician Lite.

Step 3: Turn on the personal computer (PC).

Step 4. Connect Magician Lite and PC with a USB cable.

(2) Design Program

Step 1: Design the program flowchart, as shown in Figure 5.10.

Initialize

|

Voice prompt to
remind users to
borrow books

Input a speech and
translate the speech
into text

The robotic arm

moves to where the The suction cup
“Chinese” card sucks

should be placed.

The robotic arm y
[ moves to the book —» The suction cup

If the speech includes “Chinese” releases
pickup area

The robotic arm

moves to where the The suction cup m.ro':lis'c:l;‘itlig T)"O";k
“Math” card should > sucks —> —>

pickup area

The suction cup

If the speech includes “Math”
releases

be placed.

The robotic arm

moves to where the The suction cup
“English” card sucks

should be placed.

The robotic arm N
[—»{ moves to the book ——p The rSl:Ctlon P
pickup area eleases

If the speech includes “English”

A 4

125



Figure 5.10 Flowchart of the voice-based book borrowing program
Step 2: Open the DobotScratch software.

Step 3: Select Magician Lite and connect it to the corresponding com
port.

Step 4: Add the Al module.

Step 5: Check whether the speech recognition module works. Select the
speech recognition module in the Al module, click the Open speech
recognition button, and then click Start, as shown in Figure 5.11.

‘.:-:‘ Control Al

voice recognition
. Operators

open speech recognition

@ voravies L

-

G
@ vwoos | (CED
Figure 5.11 Recording the voice

Step 6: After recording the voice, click Stop to check whether the text of
the recognition result matches the voice you've recorded. If yes, the
speech recognition module can be used normally, as shown in Figure

5.12.

Play

Please select a language: | English v | Start

Please select a language: | English v Start

Recognition result: Hello.

Figure 5.12 Testing the voice module
Step 7: Start writing the book borrowing program. Set the initial position of
the robotic arm, and prompt the student by voice to enter the title of the
book to be borrowed, as shown in Figure 5.13.
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72 wmoox CB v @D €D ~ @
ELEEwil s S please enter the name of the book you want to borrow by vioce

Figure 5.13 Initializing the position of the robotic arm
Step 8: Record the voice and recognize the voice information to convert it
into text. As shown in Figure 5.14.

72 oo @D ' @ - €D = @
ENEE NG EGEERGE please enter the name of the book you want to borrow by vioce

start English = voice recognition, continued for ° second

Figure 5.14 Recognizing student's voice.
Step 9: Determine whether the student's voice contains the word
"Chinese". If yes, move the robotic arm to the "Chinese" book area and
grab the book to move it to the book fetch area. The locations of the
Chinese book area and the book fetch area can be obtained by moving
the robotic arm in advance, as shown in Figure 5.15.
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12 wm1ox @D @ - €D - O
Szl n il please enter the name of the book you want to borrow by vioce

start English * voice recognition, continued for ° second

if Does string  speech recognition results  contain then

<3, JumpTox \ @ £ @ = o Chinese book area
wait 6 seconds

J}_-_ Suction Cup ON =

wait o seconds
72 o ox D €D - € - @
wait o seconds

J}_ Suction Cup OFF =

book fetch area

wait o seconds

Figure 5.15 Borrowing the Chinese book

Step 10: Determine whether the student's voice contains the word "math".
If yes, move the robotic arm to the mathematics book area and grab it to

move it to the book fetch area, as shown in Figure 5.16.
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book fetch area

Figure 5.16 Borrowing the mathematics book
Step 11: Determine whether the student's voice contains the word
"English”. If yes, move the robotic arm to the English book area and grab
the book to move it to the book fetch area, as shown in Figure 5.17.
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22 me 0 @D+ @ €D ~ @
== e NG ELEEE SNl please enter the name of the book you want to borrow by vicce

start  English *  woice recognition, continued for ° second

[ Does siing  speech recopnition resulis  contain then

22 e ox D)+ €D - @ = @
vrait °secnm:ls

J:_ Suction Cup OFF =

Figure 5.17 Borrowing the English book
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3. Conclusions

((6) The steps for speech recognition are:

(7) The instructions for speech recognition are:

\_ J

4. Self-Assessment

Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle (()) for the unfinished ones.

Completion

A men nten
ssessment Content Status

I've known the steps for speech recognition

I've completed the test for speech recognition

I've completed the task of borrowing books by voice

Task 3: Establish OCR Book Returning System

In the previous task, we used a voice-controlled robot to take books, which
makes it faster to borrow books. Can the robot return books as well? The
answer is yes. We can use OCR text recognition technology to let the robot
recognize the book title, and then place it in the corresponding area. Now, let's
implement the process of returning books by a robot together.

1. Observations

Please observe how the teacher performs text recognition using the OCR
module, and then fill the key steps in the blank below.

To make OCR text recognition work, the first step is:

The second step is:

2. Steps

(1) Prepare Hardware
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The Prepare Hardware for Task 3 is the same as that for Task 2. Please

refer to for Task 2.

(2)

Design Program

Step 1: Design the program flowchart, as shown in Figure 5.18.

Initialize

v

Voice prompt to remind
people to put book sin
the pickup area

Turn on the camera to
obtain the photo of the
characters

Obtain the characters
on the photo

If the character is “Chinese™?

If the character is “Math™?

The robotic arm moves
to the top of the book

pickup area

—]

The suction cup sucks

—]

Suck the card and move|
itto where the
“Chinese” card should

be placed.

The suction cup
releases

The robotic arm moves

to the top of the book
pickup area

—]

The suction cup sucks

—]

Suck the card and move,
itto where the “Math”
card should be placed.

The suction cup
releases

- Suck the card and move,
If the character is “English™? -I;Eir:sl:ggco? mﬁ:ﬁs »{ The suction cup sucks [— itto where the The suction cup
: " “English” card should releases
pickup area be placed.

Figure 5.18 The flowchart of OCR book returning program
Step 2: Open the DobotScratch software.

Step 3: Select Magician Lite and connect it to the corresponding com
port.

Step 4: Add the Al module.

Step 5: Start writing the OCR book returning program. Set the initial
position of the robotic arm, prompt the student by voice to place the book
in the book pickup area, and open the camera, as shown in Figure 5.19.

2t e @B ¥ @ : €D » O

L el Wl Flease put the book in the pick-up area and aligh the title of the book to the camera

Timeout o 5 to take picture

Figure 5.19 Initializing the position of the robotic arm
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Step 6: Check the accuracy of OCR recognition. Create a variable "test",
click on the "Variables" tab, and drag the "Set test to" block to connect to
the previous one, as shown in Figure 5.20.

2. wmoox €D+ @ - €D = @
ECE BGEG =GN Please put the book in the pick-up area and aligh the fitle of the book fo the camera

Timeout o 5 to take picture

set test = to o

Figure 5.20 Defining the variable
Step 7: Store the text recognized by OCR in the variable test. Click on the
Al tab and drag "OCR-recognize picture...words" block onto the variable
test; click the Al tab, and drag the "Picture"” block to the OCR recognition
block, as shown in Figure 5.21.

22 wmox D @D - €D - O
ELEE RN el Please put the book in the pick-up area and aligh the title of the book fo the camera

Timeout o s to take picture

set fest » 1o OCR recognize picture Picture words

Figure 5.21 Recognizing text in the picture
Step 8: Click the green flag to run the program. Place the book name
card under the camera, and check whether the value of the variable test
on the stage which lies in the upper left corner of the software is equal to
the text on the card, as shown in Figure 5.22.

IElO . (13

Figure 5.22 Testing the accuracy of OCR recognition
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== 3 EEm 3 EEm 5 EE P EER I EE 5 EE P EE I EE P EE I EE 5 EE f EE I EE 5 Em o Em

_

I
I You can write some words on a blank card, and then place it under
|

the camera to test whether the robot can recognize the text correctly.

*

Step 9: Apply the OCR identification module. Determine whether the
book name recognized is "Chinese". If yes, suck the Chinese book card
to the storage area of the Chinese book, as shown in Figure 5.23.

D S

2 smrox @D+ @ 2 €D = O

ELEE NG EL S B Please put the book in the pick-up area and aligh the fitle of the book to the camera

Timeout o 5 to take picture

set test » to OCR recognize picture Picture words

OCR recognize picture Picture words = then

.f}_JumpTu)(YmZ@Ro

/Y suconcup ON -

2z oex QD+ €D - @ < @

Y suctioncup OFF »

Figure 5.23 Determining whether it is a Chinese book
Step 10: Determine whether the book name recognized is "Mathematics".
If yes, suck the mathematics book card to the storage area of the
mathematics book, as shown in Figure 5.24.
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when

22 wnorex €D @ - €D < O
=S G ELRES Wl Flease put the book in the pick-up area and aligh the title of the book to the camera

Timeout e s to take picture

set fest * fo OCR recognize picture Picture words

OCR recognize picture  Piclure words = [EeGiLEEE then

L wmerox () R - €D @

OCR recognize picture  Piclure  words = then

.4":;_ JumpTo X (ELERD z @ R o

N syct 1
-f:_ Suction Cup OFF =

Figure 5.24 Determining whether it is a mathematics book
Step 11: Determine whether the book name recognized is "English". If
yes, suck the English card to the storage area of the English book, as
shown in Figure 5.25.
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iest » ip OCR recogrize picture  Pidure  words

OCR reoognize picture.  Ploture  words = (st then

Figure 5.25 Determining whether it is an English book

3. Conclusions

(" )

(1) OCR text recognition instructions:

(2) What are the factors that affect OCR text recognition:

\. J

4. Self-Assessment

Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle (()) for the unfinished ones.
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Completion

Assessment Content
Status

I’'ve known the process of OCR text recognition

I've tested OCR text recognition

I've finished the task of returning books by OCR
recognition

Task 4: Establish A Complete Smart Library System

In the previous tasks, we have completed the facial recognition identity
authentication system, voice-based book borrowing system and OCR book
returning system in the library. Now, let's integrate the tasks finished above
and establish a complete smart library system.

1. Observations

Please observe how the teacher sets up the smart library system and
analyze the steps to complete the task.

To establish a complete smart library system, the first step is: A
The second step is:
The third step is:

. J

2. Steps
(1) Prepare Hardware

The Prepare Hardware for Task 4 is the same as that for Task 2. Please
refer to Task 2.

(2) Design Program

Step 1: Design the program flowchart, as shown in Figure 5.26.
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Initialize the position
of the robotic arm

Start speech
recognition
If the speech includes "little
assistant”

Voice broadcast:
Hello, what can | do
for you?

Start speech
recognition

the speech includes “borrowing
books”

Facial recognition for
identity verification
Ture

- False
- — Reshoot or re If the verification succeeds
Facial recognition for register
identity verification
A
Borrow books by
speeching
U Reshoot or re-
If the verification succeeds

A4

Return the books by

speeching

the speech includes “return the

D
Figure 5.26 Flowchart of the smart library program
Step 2: Write the code. Write a voice borrowing function. Click the My
Blocks tab, choose Making a New Block, name the block as Voice-based
Book Borrowing, and then click Finish, as shown in Figure 5.27.

Add an input Add an input Add a label
number or text boolean

Run without screen refresh

Cancel n

Figure 5.27 Creating the block of book borrowing by voice
Step 3: Write the content of the block of book borrowing by voice. Click
the My Blocks tab, drag the "Voice-based Book Borrowing" block to the
code area, and place the code for book borrowing by voice under the
"Voice-based Book Borrowing" block, as shown in Figure 5.28.
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define  Voice-hased Book Bomowing

Eosselinel sl what book do you want to bomow

izt English =  woice recognition, confinued for o second

if Does sifing  speech recognition results :aﬂ.in@ i'=
22 smex @D €D @D~ O

/Y SucionCup ON »

.oﬁ."_ Suction Cup OFF =

Figure 5.28 Defining the block of voice-based book borrowing
Step 4: Likewise, make an OCR book returning block, as shown in Figure
5.29.
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define  OCR: return books

22 a1 €D D - €D < @

Flezase put the book in the pick-up area and aligh the title of the book o Ihecameraj

Timeout o 5 fo take picture

sef  iest= 0 OCR reccgnize picture FPicture words

if OCR recognize picture Picture  words = (== then

L ameox D ED DO
vesit () s=ooncis

/Y SudionCup ON~

wait () seconcs

L3 JumpTo.\:‘fz@Ho
wait (] seconds

N

L Suction Cup  OFF =

OCR recognize picture  Pictlure words = =] then

t wmeox D v ED 2D RO

OCRH recognize picture  Picture words = [Sb([E] then

L oo GD) G 2 €D < @

L wmetox ER) Y CED . @) R D)

% SuctionCup OFF =

mﬂomﬂs

Figure 5.29 Defining the OCR book returning block
Step 5: Initialize the position of the robotic arm, and wake up the smart
library system by voice. The program is shown in Figure 5.30.

22 smorox CD €D - €D ~ O
repeat uniil speech recognition results = ERNEEESSEN

start English + voice recognition, continued for o second

2

Figure 5.30 Program of waking up by voice
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Step 6: Choose book borrowing or book returning service by voice, as
shown in Figure 5.31.

22 smorox €D ¥ €D 2 €D = O
repeat until LR E LN R T IE Little assistant

start English = voice recognition, continued for o second
>

LG N GEL = M VWhat services do you need

start English + voice recognition, continued for o second

it Does string  speech recognition results  contain EeLllg i then

Does string  speech recognition results contain (lbl A= 0T then

Figure 5.31 Determining whether to borrow or return books
Step 7: Authenticate the identity before borrowing a book. If the
authentication succeeds, then perform voice-based borrowing. If the
authentication fails, verify or register the information again, as shown in
5.32.

22 amrer @D+ €D - €D - O
repestuntl  speech recognition results =

start English * woice recognition. continued for o second
=

B EL LSS What services do you need

start English w  voice recopniion, continued for o second

i Doesstring  speech recognifion results  contain (i) - then
speach broadoasting (e EE i

Timeout a s to take picture

i The class name of picture  Picture = or The class name of picture  Pictlure = or The class name of picture  Picture = @ then

speech broadeasting

Voice-based Book Bormowing

else

speech broadcasting (s Rl ]
ETSS BRSSO i xc 1= fake photos or e register information

Figure 5.32 Book borrowing program
Step 8: Authenticate the identity before borrowing a book. If the
authentication succeeds, then return the book by OCR. If the
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authentication fails, verify or register the information again, as shown in
5.33.

if Does string  speech recognition results  contain fLLISERTGET then

Timeogut o 5 to take picture

i The class name of piclure  Picture | = or Tz oty Femme ) - or  Theclass name of picture  Picture = (0] then

speech breadeasting

OCR retum books
ke
= EL LR Sorry, authentication failed

= ELLEE T Please re take photes or re register information

Figure 5.33 Book returning program

3. Conclusions

(1) Steps of establishing a smart library:

(2) The instructions for self-making blocks are:

. J

4. Self-Assessment
Check the content finished in the experiment tasks, tick (V) the finished

ones, and circle (()) for the unfinished ones.

Completion

Assessment content
Status

I've used instructions for customizing a block

I've implemented a complete smart library system
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