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Experiment 1

\

ldentity Authentlcatlo

Team Name: Team Member: Date:

Overview

(How do you recognize a person? It is, of course, based on his face\
shape and features of five sense organs. Computers can also recognize
faces. The technology of identifying people based on their facial features
is called face recognition. The facial features mainly refer to face shape,
features of five sense organs, etc. In this experiment, students will learn
the principle and process of face recognition from two tasks: how to build
a face database and how to use a computer to identify faces and
\simulate the face recognition-based attendance system. )

Objective

Understand the face recognition technology.
By establishing the database, master the steps to build a face database.

Achieve the timing function by instructions of the timer.

P w0 Ddp B

Build a face recognition-based attendance system.

Requirements

Take care when using electricity.

A\

Before the experiment, check whether the experimental equipment is
complete and intact. If there is any omission or damage, please report to
the teacher.

»  Any specific operations during the experiment shall be performed in
accordance with the lab manual. Ask your teacher when you have any
question.



»  During the experiment, the joints will start to work as the robotic arms are
powered on. In that case, do not move the joints of the robotic arms hard
if you do not press the unlock key.

»  Report any device fault during the experiment to your teacher in a timely
manner, and do not handle it yourself.

»  Arrange all devices after the experiment. You shall not leave the lab
before check by the group leader.

To realize face recognition, build a corresponding face database which
contains face images with labels. For example, the label of an identity attribute
database for face recognition is the name that corresponds to a face, and that
of a gender database for face recognition is gender. Let's look at how the face
database is built.

1. Analysis

Look at the face database creation interface in Scratch, analyze the steps
to build the database, and then fill in the table below.

Step 1: Locate the face database module on the Scratch software.

Step 2: Collect images.

Step 3: Add

Step 4: model.

Step 5: model, and check the recognition rate of the model.
2. Steps

O

T Face recognition is a biometric recognition technology based on

key facial features. A series of relevant technologies, which collect
images or video streams containing faces with video camera or camera,
then detect and track the face in the image automatically, and finally
recognize the detected face, are also usually known as portrait
recognition or facial recognition.



Step 1: Start the DobotScratch software.

Step 2: Select the Magician Lite device.

Step 3: Click the Add Extension button to add an Al module, as shown in
Figure 1.1.

z@z

Magician Lite Al Extension

This is the extension of Magician Lite

and Magic Box

5

Figure 1.1 Adding the Al extension module
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Step 4: Click the Al tab, and select New face data under the Face
Recognition header to build a new face database, as shown in Figure 1.2.

O Control Picture recognize ° 's tag
. Operators Use picture o cut and recognise

. Variables Things count in picture

. Sensing Picture o thing's tag

D cvents Picture o coordinate x +  thing's value
. Setting Face recognition
| New face data |
. Motion
ERSRE—K e gender of picure () facial recognization s maie
. Status
The expression of picture. () facial recognization is normal =
0
The ciass name of picture: (§J)
Coordinate
Calibation The class name of picture o facial recognization is ~ Class1 =

. My Blocks | OCR Text recognition

Figure 1.2 Building the new face data

Step 5: Add facial features and data. Select the PC camera, aim the face

to be recognized at the camera, edit the face label, and then click “—" to

collect images, as shown in Figure 1.3.
3



"9’ Edit face data e i

o Adding features and data

ATIV VGA Camera (2232:1069) v

Figure 1.3 Adding the features and data

Step 6: Add the face label. Click “ =" to add a face label group, and

collect the facial features and data of Group 2, as shown in Figure 1.4.

‘@’ Edit face data

Q Adding features and data

HD Webcam (04f2:0610) v

Training model >

Figure 1.4 Adding the face label

Step 7: Train the model. Click the Training model button to train the face
classification model, as shown in Figure 1.5.
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Q Adding features and data

HD Webcam (04f2:0610) v

I Training model > |

Figure 1.5 Training model

Step 8: Test the model. After completing the model training, shoot a
portrait to test the accuracy of the classification model. Click Test, as
shown in Figure 1.6.

‘9" Edit face data

e Test classification model

ATIV VGA Camera (2232:1069) ¥
John CEENNND o774%
Kelly | 0.5%
Test

Figure 1.6 Testing the classification model
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better and can be used and the face database is built.

Accuracy above 95% shows that the classification model performs

3.  Summary

(1) Concept of face recognition:

(2) Process to build a new face database:

(3) Methods for evaluating the performance of face classification
model:

4. Self-Assessment
Check the completed content in the experiment task. Tick ( v) the

completed items, and circle (()) the uncompleted items.

Completion
Assessment Content
Status

I've known what the face recognition is

I've known the method for evaluating the performance of
face classification model

I've completed the task of building a new face database

Task 2: Design A Face Recognition-Based Attendance System

The face recognition can be applied in many scenarios. Let’s learn its
application in attendance system and understand the face recognition-based
attendance system.



1. Analysis

Demonstrate the face recognition-based attendance system, analyze the
steps to authenticate identities, and then fill in the steps in the table
below.

Step 1: Collect face images.

Step 2: Judge .

Step 3: Judge the identity of persons who are late if any, or who attend
on time.

Step 4: attendance result.

2. Steps

Step 1: Draw a flow chart by analyzing the identity authentication process,

as shown in Figure 1.7.

Initialize

'

> Gather images <

Isanyone late?

Voice broadcast: Good
morning, John. You are
punctual.

A

Voice broadcast: Good
morning, Kelly. You
are punctual.

Does the face name
include “John™?

False

Does the face name
include “Kelly™?

False

Does the face name
include “John™?

False

Does the face name
include “Kelly™?

False

Voice broadcast: Good
morning, John. You ar

late.

Voice broadcast: Good
morning, Kelly. You

are late.

Figure 1.7 Flow chart of the face recognition-based attendance system

ﬂ Why do we use a timer?




Step 2: Initialize the timer. Click the Sensing tab, and drag out the “reset
timer” building block, as shown in Figure 1.8.

O Control Sensing

. Operators @
_ reset timer
. Variables

. - ) Events
Sensing

= o
E:_;J Events ~

Figure 1.8 Initializing the timer

reset timer

Step 3: Collect images. Click the Al tab, and drag out the “Timeout 3s to
take picture” building block, as shown in Figure 1.9.

O Control Al
voice recognition
. Operators
open speech recognition
. \ariables

start Chinese_putonghua »  voice recognitiol

. Sensing

[:H:] Evenis

o

reset timer

start Chinese_putonghua »  voice recognitiol

. Setting speech recognition results

Timeout e s to take picture

speech broadcasting (]
. IMotion - .

. Status Image acquisition

. Al Timeout ° s to take picture

Coordinate | [P picture manually
Calibation

. My Blocks

Figure 1.9 Collecting the images

e e

! s Difference between automatic and manual shooting. I

N s e s mm o Em s Em o Em o Em s Em o o Em o Em o Em o Em o =
Step 4: Set the judgment criteria for late attendance. If a person scans
the face over 20 seconds after the startup of the timer of the face
recognition-based attendance system, he or she is judged as “late”;
otherwise, he or she will be judged as “on-time”. Compare the timer

8



with the number 20, and click the Operators tab and drag out the “()>()”
comparison block. Drag the “timer” block in the Sensing tab to the left

elliptical blank i

n the comparison block, and fill in the right elliptical blank

with 20, as shown in Figure 1.10.

. Control Operators
D
. Variables m when
. Sensing (I) reset timer
!
. . Timeout e s to take picture
O Events
PN pick random o to e
@
P ®-O0

Figure 1.10 Setting judgement criteria for late attendance

F

| &

I ()" comparison block.

*
- O S O .

Try to develop the judgment criteria for late attendance with the “()<

\ | | —_— n /

Step 5: Judge the “late” and “on-time” scenarios logically. Click the

Control tab and drag out the “If... then else...’

1.11.

. Control

. Operators

. Variables

block, as shown in Figure

when

. Sensing

reset timer

O Events

Timeout o s fo take piciure

. Setting

. IVotion

. Status

@~

Coordinate
Calibation

. My Blocks

if

timer @ then

Figure 1.11 Making the logical Judgment
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Step 6: Judge late attendance. Identify the late staff. If John is identified,
a voice message “Morning, John. You are late” is triggered; if Kelly is

identified, “Morning, Kelly. You are late” is triggered, as shown in Figure
1.12.

when
reset timer

Timeout () s to take picture

Does string  The class name of picture ({ ) contain (S5  then

Besewilenssesinall Moming, John. You are late

Does string  The class name of picture ({§fJ)) contain Z)) then

Besemileo=zesinoll Morning, Kelly. You are late

Figure 1.12 Identifying late attendance

Step 7: Judge on-time attendance. The programming for on-time
attendance is similar to that for late attendance, as shown in Figure 1.13.

f ] _— L] — ] _— L] — ] _— L] — ] _— L] — ] _— L] — ] _— L] \

I i Try to program for on-time attendance. I

\ ] _— L] — ] _— L] — ] _— L] — ] _— L] — ] _— L] — ] _— |} J
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when
reset timer
Timeout () s to take picture

if

Eosewnilipsy il Good moming, John. You are punctual.

Does string  The class name of picture () contain (0
Bresslr ezl Good moming, Kelly. You are punctual.

Figure 1.13 Identifying on-time attendance

Step 8: Repeat the execution. Repeatedly judge and identify the
latecomers, as shown in Figure 1.14.
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when
reset timer

Timeout () s to take picture

==l el Moming, John. You are late

Sizenlioev el Good moming, John. You are punctual

L=se i pes el Good morning, Kelly. You are punctual.

Figure 1.14 Repeating the execution

3.  Summary

f

(1) Use of “Timer” block:

(2) Advantages of face recognition-based attendance system:

\
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4. Self-Assessment

Check the completed content in the experiment task. Tick ( v) the

completed items, and circle (()) the uncompleted items.

Assessment Content

Completion

Status

I've used the “Timer” block

I've known the face recognition process

I've completed the programming for face recognition-based
attendance system

13
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Experiment 2

I\/Iembershlp Identlflcatlon

Team Name: Team Member: Date:

Overview

(- )

o improve the shopping experience of customers and precision
marketing, many shopping centers provide membership services. During
the traditional membership identification, customers need to provide their
cellphone numbers or passwords for identification, which is relatively
inefficient. This experiment simulates a more efficient method of
membership identification, namely, identifying membership through face

recognition.
. /

Objective

=

Experience the application of face recognition by completing the task of
membership identification.

2. Master the drawing method of stage Backdrops in DobotScratch by
creating the member login system interface.

3. Master the drawing method of sprites in DobotScratch by creating the
member login system interface.

4.  Master the method of communication between sprites by programming
the member login system.

5. Understand broadcast instructions by programming the member login
system.

14



Equipment

Equipment Picture Quantity

Dobot Magician Lite
Robotic arm

Requirements
>

Take care when using electricity.

Before the experiment, check whether the experimental device is
complete and intact. If there is any omission or damage, please report to
the teacher.

Any specific operations in the experiment shall be performed according to
the experiment manual. If you have any questions, please promptly ask
the teacher.

During the experiment, the joints will start to work as the robotic arms are
powered on. In that case, do not move the joints of the robotic arms hard
if you do not press the unlock key

15



»  Report any device fault during the experiment to your teacher in a timely
manner, and do not handle it yourself.

»  Arrange all devices after the experiment. You shall not leave the lab
before check by the group leader.

\ /

To identify membership, we need to design an interface to interact with users.
This interface contains member information and login operations. Now let’s
design the member login interface.

1.

2.

@oosor @~ Fie B Hep

Observation

Observe the member login interface designed by the teacher. Find what
elements are necessary to create the interface, and then fill in the
following blanks according to your observation.

The sprites required to create a member login interface include: VIP Log
In button, interface backdrops, . level of
membership, . , Letc.

Steps

Step 1: Create Backdrops of the login interface. Start the DobotScratch
software and click Sprite. Select Stage and then select Backdrops to
draw the backdrops, as shown in Figure 2.1.

Figure 2.1 Selecting the drawing stage backdrops

16



Step 2: Click the Text command in the drawing toolbar and enter
"Welcome to Smart Mall” at the center of the stage, as shown in Figure
2.2.

LI N

J & e Text tool

Y 7]

7/ O Welcome to-Smart Mall
H

Drawing toolbar

Figure 2.2 Drawing the stage backdrops

Step 3: Draw the login button. Select Sprite, click the bear icon, and then
select the drawing command to create a new sprite, as shown in Figure
2.3.

17



~e O @

"
P

Costume  costume - * - -
Group Ungroup  Forward Backward Front  Back
costum...
0x0
Fill . v | Outline Sans Serif v
Welcome to Smart Mall
r
L
R
Device Sprite / O
Show (2] Stage O
Sprite  Sprite1 T
bl
X 36 Size 100 Backdrops1
Y 28 Direction 90
v -
sprite
information

Figure 2.3 Steps to draw a new sprite

Step 4: Select the Circle command in the drawing toolbar to draw an
ellipse, as shown in Figure 2.4.

I N
J o
& T

9 -
O

Figure 2.4 Drawing the ellipse

Step 5: Select the Text command, set the Fill Color to black, and enter
“VIP Log In” at the center of the ellipse, as shown in Figure 2.5.

18



Fill . v Sans Serif v

Modify fill color
LI N
J ©
a
/7 O
O

Figure 2.5 Creating the button name

Step 6: Move the button on the stage. Click and hold the button Sprite on
the stage to drag it to a proper position, as shown in Figure 2.6.

3 0O M 33

Welcome to Smart Mall

Figure 2.6 Dragging the login button sprite

Step 7: Modify the sprite name of the VIP Log In button to Log In, and
hide the sprite to draw other sprites and backdrops, as shown in Figure

2.7.

19



Device Sprite Show the Sprite
Show @ > Hide the Sprite Stage
Sprite  Sprite1 W Fu|
et
X -5 Size 60 Backdrops1
Y -89 Direction 90

Modify Sprite Name

Step 8: Draw the login connection interface. Click Stage and select the
drawing icon to draw a new backdrops. Draw “Logging in ...” on the new
backdrops, as shown in Figure 2.8.

Figure 2.7 Modifying sprite Information

N ® D om R

<! Backdrops

G o B
Group Ungroup | Forward Backward Front  Back

Sans Serif e

Loggingin ...

Device

=
Sprite1

Show @ @

Sprite | Name

X X Size

Direction

(@l Convertto Bitmap

Figure 2.8 Drawing the login connection interface
20



Step 9: Draw the login failure interface in the same way, as shown in
Figure 2.9.

Costume  backdrop2 - L) -
Group Ungroup | Forward Backward Front  Back

Fill . v | Outline Sans Serif -

2
Login failed,please register VIP first Il

backdr..
124 %29 3 ’}
O < &
backdr.
357 x 29 d T
Device
7 0 Login failed,please register VIP first !!
o . 5 D
Sprite Sprite | Name

rEE

Backdrops3

X X Size

Y y Direction

Figure 2.9 Drawing the login failure interface

Step 10: Draw the member information interface, as shown in Figure

N @ O m = = Code of Backdrops
Member's Name: Balance: 1 @
Costume  backdrop3 - - -
Group  Ungroup Forward Backward Front  Back
Integral: Coupon: backdr..

224 x29

Fill . ~| Outline Sans Serif -

2

backdr.
12429 [ SN Member's Name: Balance:
<o Integral: Coupon:
a
Device / O
g Show @ @
O
Sprite | Name e e

gt [

X C Size Backdrops4

Y y Direction

@ Convert to Bitmap Q = @

Figure 2.10 Drawing the member Information Interface

Step 11: Define the name variable to store the member's name. Select
the Make a variable option from the Variables tab, set the variable name
to name, and then select For all sprites, as shown in Figure 2.11.
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New Variable

New variable name:

Name

® For all sprites | © For this sprite only

Figure 2.11 Creating the Name variable

Step 12: Create new balance and integral variables in the same way, as
shown in Figure 2.12.

Variables

Make a Variable |

Integral

set  Balance v fo o

change Balance

v
v
v

show variable Balance «

. Variables
@ 1y Blocks

hide variable Balance =

Make a List

Figure 2.12 Creating other variables
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Step 13: Hide the name of the variable display box on the stage.
Right-click the selected name variable tab and select Large readout, as
shown in Figure 2.13.

Nams D000

ne: Balance:
I normal readout

B .

slider

Figure 2.13 Hiding the variable name

Step 14: Move the name variable with hidden variable name to the
position behind the user name label, as shown in Figure 2.14.

N O m

Member's Name: Balance:

Integral: Coupon:

Integral

Balance

Figure 2.14 Moving the name of variable display box

Step 15: Repeat the above steps to hide names of variable display boxes
of balance and integral, and drag them to corresponding labels, as shown
in Figure 2.15.
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o B D &0

Member's Name: | | Balance: I

LY
'y

Integral: = Coupon:

Figure 2.15 Moving other variable display boxes

Step 16: Draw the coupon sprite. Set two coupons, separately on jewelry
and electric toy, for different VIP customers. Draw the jewelry coupon
sprite first. Set the sprite name to Coupon and move it to the position
behind the coupon label, as shown in Figure 2.16.

Member's Name: [0 Balance: I 1

Costume  costumet - 5 s . .
Integral: .. . Jewelry items Group  Ungroup Forward Backward Front Back
& Coupon over 100 minus 20 | ff <™
176 x 52
Fill . - Sans Serif -
= = = = o
E
L
s o
Device Sprite -
/s O Jewelry items
over 100 minus 20
e Show [3 Stage 0
Sprite1 Sprite  Jewelry rEmTea—.
.0 ) WE G
e X 156 Size 80 Backdrops4
Jewelry

Y 98 Direction 90

Figure 2.16 Drawing coupon sprite 1

Stepl7: Hide the jewelry coupon sprite first, and then draw the electric

toy coupon sprite and set the sprite name to “Electric Toy”, as shown in
Figure 2.17.
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Member's Name: [0 Balance: I

Integral: 100 . Electric toy over
9 Coupon 200 minus 50

Costume  costume1 C) - v == ¥
Group Ungroup  Forward Backward Front  Back

Fill . *| Outline Sans Serif -

P
L
R
Dev‘ce m i
/7 O Electric toy over
@ | show o Stage 0 200 minus 50
Serite! B gprite  Electric Toy e i
_ e G
X 158 size 100 e
Jewelry
Y 103 Direction 90

%) o

Figure 2.17 Drawing coupon sprite 2

Step 18: Draw the “Log Out” sprite, as shown in Figure 2.18.

Member's Name: [ Balance: N 1 &
o) Costume costume1 - o
i Grou Ungrouy Forward Backward Front Back
Integral: I Coupon: Electric toy over p  Ungroup
9 P 200 minus 50 j‘;z‘“:m » _ .
il & - outine / . 0 B B L1} »:
Copy  Paste Delete Flip Horizontal ~ Flip Vertical

Device

(ORI

Show (2} Stage
Sprite | Log Out Mt o

e (]
Backdrops4

o\ e < E
»

X -10 Size 60

Y -87 Direction 90

Q : Q

Figure 2.18 Drawing the “Log Out” sprite
Step 19: Save the program as Membership Identification.sb3.

3. Conclusion

25



(1) Steps to draw a new stage backdrops:

(2) Steps to draw a new sprite:

(3) How to modify the sprite parameters:

4. Self-Assessment
Check the completed content in the experiment task. Tick ( v) the

completed items, and circle (()) the uncompleted items.

Completion
Assessment Content

Status

I've learned how to draw a new Backdrops

I've learned how to draw a new sprite

I've created a member login interface

Task 2: Complete the Face Recognition Program

In the last task, we have designed a member login interface, so how do we log
in? Traditionally, we log in with accounts and passwords, which takes more
time. To improve login efficiency, we can do so through face recognition. Now
let’s program for membership identification based on face recognition
technology.

1. Observation

Observe how the teacher programs face recognition. Then, fill in the
blanks with this process’ important steps.

To achieve face recognition technology, step 1 is to collect the number of )
faces;

step 2 is
step 3is
step 4 is

2. Steps
26



(1) Prepare Hardware

Step 1: After you have prepared the experimental equipment, power up
the robotic arm and connect it to the computer.

Step 2: For the placement of the robotic arm, see task 1. Adjust the
position and height of the end of the robotic arm, as well as its camera
direction after power-on.

(2) Design Program

Step 1: Draw a flow chart by analyzing the membership identification
process, as shown in Figure 2.19.
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Initialize the
position of the
robotic arm

»la

Ll ]

) 4

False

If the “login” message is received?

Turn on the camera
and obtain the image

A 4
Recognize the
face

False

If the face is recognized as John?

False Voice broadcast
login failed

If the face is recognized as Kelly?

Assign the name
variable as John

Y

Assign the name
variable as Kelly

Assign the balance
variable as 400

!

A 4
i . Assign the balance
Assign the integral variable as 200
variable as 2000 *
A\ 4 . .
Assign the integral
Voice broadcast variable as 1000

John *

Voice broadcast

Kelly

Figure 2.19 Flow chart of membership identification

Step 2: Enable the DobotScratch software and then the Membership
Identification.sb3 program. Add the Magician Lite device and Al module,
as shown in Figure 2.20.
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Member's Name: Bl Balance:

Integral: BEM Coupon:

Choose an Extension

@

Magician Lite Al Extension
This is the extension of Magician Lite

and Magic Box

=
=

Figure 2.20 Adding the device

‘:i Velocity () @ vy Blocks

ON OFF g A
SuctionCup

Step 3: To identify the membership, scrip the “Log In” sprite before
clicking the Log In button. Select the “Log In” sprite to start to script, as
shown in Figure 2.21.

~o

Member's Name: |l Balance: Il @ votion

=
N
g
E

. . Electric toy over
Integral: 100 Coupon: ~= minusy50 @ Looks move @) steps
@ souro

@ Events

- @ conirol
(Rl oot rencom positon =

@ oreraors | FNILY O

5
g %] Stage Wy Blocks
. o © sisc @ o= @+ @
Soie’ ] sprite  Spritet el b
B o tin directi
X 5 Size 60 Backdrops4 pointinarecion ()
Jewelry
. . pointlowards mouse-pointer ~
Y -89 Direction 90
-
Log Out
.9 =l - e

Figure 2.21 Selecting the “Log In” sprite

Step 4: Display the “Log In” sprite when the program starts to run. Start
the program by clicking the green flag. Click the Events tab and drag the

“When ™ is clicked” block to the code area. Click the Looks tab and

drag the “show” block to the code area, as shown in Figure 2.22.



Figure 2.22 Displaying the sprite

Step 5: Broadcast the “Log In” message when the “Log In” sprite is
clicked. Click the Events tab and drag the “When a sprite is clicked” block
to the code area, and then drag the “Broadcast message” block to the

code area, as

shown in Figure 2.23.

. Motion Events

. Locks ‘/ [ -
- |

. Sound <.

@ | = }
-

¥ 0 )

. Operators ‘ - [—] mJ']

.Var\ah\es B

. My Blocks. [ o -7‘
|
-
{ ]
T

Figure 2.23 Broadcasting the message

Step 6: Modify the message to be broadcast to “Log In”. Click the
parameter box of the “Broadcast message” block, select New Message,
and set the new message name to Log In, as shown in Figure 2.24.

@ totion
@ Looks
@ souna
@ ciens
@ contral
@ sersing
@ operators
@ variabies
@ 1y Biocks

Ve
New Message

New message name:

Log In|

ked

when this sprite clicked

A A

Cance! n

broadcast messagel »

when | receive messagel
broadcast

messagel v

broadcast messagel | and wait

jilr

Figure 2.24 Creating the new message
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Step 7: Hide “Log In”. After clicking the “Log In” sprite, you will see the
login interface appear. Therefore, make sure to hide the sprite. Click the
Looks tab and drag the “hide” block to the code area, as shown in Figure
2.25.

Figure 2.25 Hiding the sprite

Step 8: After clicking the “Log In” sprite, start membership identification
through face recognition. Click the device drop-down list and select
Magician Lite. To enter a member's face message, click the Al tab and
create new face data. Enter the face data of John and Kelly, and then
train the model, as shown in Figure 2.26.

o Adding features and data

1
Integrated Camera (04ca.7070) ¥

VA Kelly

Training model >

Figure 2.26 Creating the face data
Step 9: Initialize the camera position, as shown in Figure 2.27.

L wumpox @Y @Yz @ R ©

Figure 2.27 Initializing the camera position
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Step 10: Start face recognition starts upon receipt of the “Log In”
message by Magician Lite. Click the Events tab and drag the “When |
receive Log In” block to the code area, as shown in Figure 2.28.

O Control Events

. Operators | F

. Variables ("L S R

. Sensing - :] ‘ N .
- Lo+ |

i N I ———

o | (e L@ 0D O

. Setting :Lji

- | | Login «
. Motion - -
~
. Status [ -
. Al Setting

Coordinate -
Calibation J}_ Select End Effector  Gripper v
My Blocks

@ /3. setMotion Ratio Veiocty (EE) %

Figure 2.28 Receiving the message instruction

Step 11: Remind you to enable face recognition and turn on the camera,
as shown in Figure 2.29.

Sscmlipshlc Bl Flease face the camera

Timeout o s to take picture

2 amoxCD @ : OO

Figure 2.29 Receiving the message Instruction

Step 12: Identify and judge whether the person recognized is John. If yes,
set his basic information. The system issues a voice message “John", as
shown in Figure 2.30.
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when

when | receive  LogIn v

Bosewilvpzhleiaiioll Flease face the camera

Timeout e 5 1o take picture

ST Y 200 B o B4 50 KX o )

if The class name of picture  Picture = @ then

set Name = {0 The class name of picture Picture

set Balance v tfo @
set  Integral » fo Qe

Figure 2.30 Setting the information of John

Step 13: If no, judge whether the person recognized is Kelly. If yes, set
her basic information, as shown in Figure 2.31.

when

J'}_-.JumpTox@YOZ@Ro

when | receive Login =

Boescellvp=ileainill Please face the camera

Timeout o 5 {0 take picture

it The class name of picture  Picture = @ then

set Name = {0 The class name of picture  Picture

set  Balance + fio @
set  Integral » fo (@Etly]

The class name of picture  Picture | = (LY then

set Name = 1o The class name of picture  Picture

set  Balance » o @
set  Integral + fo @

broadcast Kelly «

(= =7

Figure 2.31 Setting the information of Kelly

Step 14: If the person is neither Kelly nor John, the system issues a voice
message “Login failure”, as shown in Figure 2.32.
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when

when | receive Login «

Fossailvp=hle sl Please face the camera

Timeout o 5 to take picture

L wumpox @)@ RE

it The class name of picture  Picture = (@] then

set Name » 10 The class name of picture  Picture

set Balance =+ o @
set  Integral » to \geeill

The class name of picture  Piclure = @Y then

set  Name = to The class name of picture  Picture

set  Baance v to (€Y
set integral >+ to (D

broadcast Kelly

else

broadcast Login failure «

Figure 2.32 Login failure
Step 15: Save the program file.

3. Conclusion

f

(1) Steps of face recognition: collect face data, , ,

(2) Instructions of face recognition:

\§

4. Self-Assessment
Check the completed content in the experiment task. Tick (V) the

completed items, and circle (()) the uncompleted items.
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Completion
Assessment Content
Status

I've known the steps of face recognition

I've collected face data

I've trained the face recognition model

I've tested the face recognition model

've completed the face recognition-based login

programming

Task 3: Program the Member Login System

We have designed the member login system interface and simply programmed
the system in the previous tasks. Then how can we make the system display
the member information after successful login? Can non-members log in to the
interface? Now let’s program the member login system completely.

1. Observation

Observe how the teacher demonstrates the member login process. Then,
fill in the following blanks.

When the face is recognized as a member, the system goes to the
member information interface;

If non-member, the system should

2. Steps

Step 1: Enable the DobotScratch software and click sprite. First script the
stage backdrops, and click Stage to code, as shown in Figure 2.33.
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NO

Member's Name: [0
Integral: |1

il K « Backdrops

Events

Balance: [0 @ viotion
. Electric toy over
Coupon:
P 200 minus 50 @ ook
. Sound

. Control
- . Sensing

@ overators

Device ‘E @ variables

i Show © @

Sprite’ Sprite | Name

Jewelry

Electric.

Log Out

Q

X X Size

Y y Direction

@ vy Blocks

Figure 2.33 Selecting

the stage backdrops

Step 2: When the program starts to run, the interface displays “Welcome
to Smart Mall”, which is Backdrops 1. Click the Looks tab and drag the
“Change to Backdrops 1” block to the code area, as shown in Figure

2.34.

. Motion
. Looks

Looks

switch backdrop to  backdrops1 - |

@ sound
() Events
@ control
@ sensing
@ overators
@ Variavies
@ vy Biocks

switch backdropto  backdrops1 »  and wait

next backdrop

change color v effect by (EZ)

st colorv effectto o

clear graphic effects

backdrop number «

switch backdrop to  backdrops1 «

Figure 2.34 Selecting Backdrops 1

Step 3: Under Backdrops 1, hide the variable display box, as shown in

Figure 2.35.
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. Motion Variables

Make a Variable
. Looks
. Sound
- Integral
switch backdrop to  backdrops1 »
O Events @
hide variable Mame

. Control
EEEN— st Balance + o o hide variable Balance «
Sensin
® 9 hide variable  Integral =
e | Change Balance » by o
. Operators

. Variables
hide variable Balance «
. My B‘UCKS D ——

Make a List

show variable Balance v

Figure 2.35 Hiding the variable display box

Step 4: When “Log In” message is received, the Backdrops switches to
"Logging in...", i.e., Backdrops 2, as shown in Figure 2.36.

switch backdrop to  backdrops1 « switch backdrop to  backdrop2 «
hide variable Name =
hide vaniable Balance «

hide variable Integral =

Figure 2.36 Switching to Backdrops 2

Step 5: Upon receipt of “Login failure” message, switch the Backdrops to
"Login failure. Register first!!” i.e., Backdrops 3. Three seconds later, the
interface switches back to Backdrops 1, as shown in Figure 2.37.

when | receive  Login failure -

switch backdrop to  backdrops1 « swilch backdropto  backdrop2 switch backdrop to  backdrop3 v

hide variable MName += L o SIS

switch backdropto  backdrops1

hide variable Balance »

hide vanable Integral =

Figure 2.37 Setting the “Login Failure” Backdrops

37



Step 6: When “John” message is received, the Backdrops switches to the
member information interface, i.e., Backdrops 4, where the display boxes
of each variable are displayed, as shown in Figure 2.38.

switch backdrop to  backdrops1 switch backdropto  backdrops2 switch backdrop to  backdrops3 ~

hide variable Name «

A switch backdropto  backdrops1 =

hide variable Integral =

switch backdrop to  backdrops4 v
show variable Name w
show variable Balance -

show varnable Integral »

Figure 2.38 Receiving the message of John

Step 7: When the message of Kelly is received, repeat the above step, as
shown in Figure 2.39.

switch backdropto  backdrops1 « swilch backdropto  backdrops2 switch backdropto  backdropss

hide variable Name =

hide variable Balance = switch backdrop to  backdrops1 »

hide variable Integral =

swilch backdrop to  backdropsd « swilch backdropfo  backdrops4 =

show vaniable Name «»

show variable Name =

show variable Balance « show variable Balance »

show vanable Integral =

show variable Integral =

Figure 2.39 Receiving the message of Kelly

Step 8: Script the “Log Out” sprite. Click the "Log Out" sprite from the
sprite list to start scripting. When the program starts to run, the sprite is
hidden, as shown in Figure 2.40.
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N O RN IR = Code & Costumes

SWIICN COSIUME 10 Costumel w
@ votion

Electric toy over
200 minus 50 @ oo

. Sound swilch backdrop 1o backdrops1 w o

Welcome to Smart Mall O Events next backdrop
@ contral
- change size by
. Sensing
set size o %
@ operaors o)

Device Sprite Variables
e change color v effectby @)

@ [ stow © . stage @ vy Blocks
st coore erectio @)

Sprite  Log Out
i Ve o et

o O 10 Sz 60 Backdrops4

Direction 90

goto font v layer

g tovard ~ (@) avers

Figure 2.40 Hiding the “Log Out” sprite

costume number v

[
@
H
£
<
=
-]
~

Step 9: When the "Log Out" sprite receives the message of John or Kelly
message, the sprite appears, as shown in Figure 2.41.

when | receive  John = when | receive Keb,'
show show

Figure 2.41 Displaying the “Log Out” sprite

Step 10: Broadcast the “Log Out” message when you click the "Log Out"
sprite, as shown in Figure 2.42.

when clicked when | receive John «= when | receive  Kelly v
hide show show

when this sprite clicked

broadeast Log Out »

Figure 2.42 Clicking the “Log Out” sprite
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Step 11: When the stage Backdrops receives the “Log Out” message, the
Backdrops switches to Backdrops 1, as shown in Figure 2.43.

when | receive  Login « when | receive  Login failure

swilch backdropio  backdrops1 » swilch backdrop fo  backdrops2 « swiich backdropfo  backdrops3 «

hide variable Name

hide variable Balance » switch backdropto backdrops1 =

hide variable Integral =

when | receive  Kelly =

swilch backdropto  backdropsd - switch backdropto  backdrops4 - switch backdropto  backdrops1 «

show variable Name « show variable Name =

show variable Balance - show variable Balance -

show variable Integral v show variable Integral =

Figure 2.43 Switching backdrops upon receipt of “Log Out” Message

Step 12: When the "Log In" sprite receives the "Log Out" or "Login failure”
message, it appears, as shown in Figure 2.44.

when this sprite clicked

broadcast Login

when | receive  Login failure »

Figure 2.44 Script for displaying the “Log In” sprite

Step 13: Script the “Jewelry” coupon sprite. When the program starts to
run, the “Jewelry” sprite is hidden. It appears only upon receiving the
“Kelly” message, and is hidden again upon receiving the “Log Out”
message, as shown in Figure 2.45.

40



4 @&

=

Figure 2.45 “Jewelry” sprite script

Step 14: Similarly, you can script the "Electric Toy" sprite. The coupon
only appears in the member information of John, so the sprite appears
only upon receiving the message of John, as shown in Figure 2.46.

I -~ I

\ ’

Figure 2.46 “Electric Toy” sprite script

3. Conclusion

((1) Instructions to hide and display a sprite: \

(2) Instructions to communicate between sprites:

(3) Instructions to switch stage backdrops:

\_ J

4. Self-Assessment




Check the completed content in the experiment task. Tick () the

completed items, and circle (()) the uncompleted items.

Assessment Content

Completion

Status

I’'ve mastered the instructions to hide and display a sprite

I've mastered the instructions to communicate between

sprites

I've mastered the instructions to switch stage Backdrops

I've completed the member login system programming
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: 2 R
Experlment*i% Q“\

_Intelligent Navigation

Team Name: Team Member: Date:

Overview

e
simulates a speech wakeup robot. When you ask the robot the route to

your destination, it draws the route from your current location to the
destination. Now, let's complete the task of awaking the robot for

)

ow to find the right route in a huge Smart Mall? This experimen

intelligent navigation.

J

Objective

l(

A4

Understand speech recognition instructions by awaking the robot by
voice.

» Understand the sprite of variables and use them skillfully by using the
variable related blocks in Scratch.

» Understand the use of branch structure by using the “If-then” block in
Scratch.

»  Understand the use of loop structure by using the “forever” block in
Scratch.

»  Use the branch structure and loop structure to program the speech
wakeup robot for intelligent navigation.
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Equipment

Equipment Picture Name Quantity
Dobot Magician Lite 1
Robotic arm

- -g Pen 1

Power adapter 1

USB cable 1
r.,__._F;;; ....... T
| B .. |

: Mall map 1
LT e :

Requirements
>

Take care when using electricity.

Before the experiment, check whether the experimental device is
complete and intact. If there is any omission or damage, please report to
the teacher.

»  Any specific operations in the experiment shall be performed according to
the experiment manual. If you have any questions, please promptly ask
the teacher.
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»  During the experiment, the joints will start to work as the robotic arms are
powered on. In that case, do not move the joints of the robotic arms hard
if you do not press the unlock key.

»  Arrange all devices after the experiment. You shall not leave the lab
before check by the group leader.

We find in daily life that the hallway light automatically lights up when it "hears"
sound. With cellphone, we can open an APP with Voice Assistant to consult
the weather, and the like. We can control sound equipment, TV and other
devices by voice. Then, can we control the robotic arm by speech? Now let’s
try to awaken the robot through voice recognition.

1. Analysis

We analyze the main steps to awaken the robot.

(1) In the process of awakening the robot by voice, the first step
is

(2) The robot judges whether the speech contains: related
content.

(3) If navigation related information is recognized, the system
broadcasts by voice that

(4) After voice broadcast, the robotic arm

2. Steps
(1) Prepare Hardware
Step 1. Power on the Magician Lite.

Step 2: Connect Magician Lite to the computer using a USB cable and
turn on the power supply.

(2) Design Program

Step 1: Read the flow chart based on the analysis of the robot wakeup
steps, as shown in Figure 3.1.
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Input a speech

v

N Start recognizing

the speech

False
the speech includes “I want 0
ask directions™?

Voice broadcast “Could
you tell me where you
are going?”

Return the robotic arm
to zero

Figure 3.1 Flow chart of robot wakeup

Step 2: Enable the DobotScratch software and select Magician Lite
device and connect to it. Add the Al extension module, as shown in
Figure 3.2.

@conra | A

v i
. Operators oice recognition

@maur @~ File Edit  Help

o open speech recognition

L& @ Varizbies
start  Chinese_putonghua = Voice recogniti
< \_- @ sensing
) Events st Chinese_putonghia »  Voice fecognitiol
~—— @ Evenss

0. CImmmm
speech roadcasting (QEE]

@ staus Image acquisition

Coordinate | [RRERp——
Calibation o

Coordiate | < Velocity () P .
My Blocks. Picture

s 0 Image Identification

Y o New classification data

z 0 Piclure recognize o ‘stag

R 0 Use piciure o cul and recognise

0
ON OFF =4
SucionCup picure @) cooranate x » ting's vaive

Figure 3.2 Configuring the software

Step 3: Click the Events tab, and drag the “When the green flag is
clicked” block, as shown in Figure 3.3.

46



Figure 3.3 “When the green flag is clicked” Block

Step 4: Click the Al tab, drag the “Start Chinese_Mandarin (Simplified)
voice recognition for 1 second” block to splice with the previous block,
and change the duration to 5 seconds, as shown in Figure 3.4.

O Contral

. Operators
. Variables
. Sensing

Y
() Events

. Setting
. Mation

. Status

Coordinate
Calibation

@ vy Biocks

Al

voice recognition

open speech recognition

start Chinese_putonghua =  voice recognition, Manual

speech recognition results
speech broadcasting
Image acquisition

o @)

Take picture manually

s to take picture

Picture

Figure 3.4 Starting speech recognition

Step 5: Create a variable. Click Make a Variable from the Variables tab.
In the pop-up dialog box, name the new variable keywords to awaken
robot, and select For all sprites. Click OK and thus create the variable,
as shown in Figure 3.5.

O Control Variables
I Make a Variable I .
. Operators New Variable x
Make a List
——— 1 Sensing New variable name:
. Sensing
. @ keywords to awaken robot
) Events
@ scting @ For all sprites|]  © For this sprite only
— | Events
. Motion .
- ) Cancel
e
. Status

Figure 3.5 Creating the variable

Step 6: Click the Variables tab and drag the “Set the ‘keywords to
awaken robot’ to (0)” block to splice with the previous block. Click the Al
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tab, drag the “speech recognition results” block and set the keywords to
awaken robot value to the speech recognition results, as shown in Figure
3.6.

. Contral Variables

. Operators IMake a Variable

keywords to awaken robot
. Variables

. Sensing set  keywords to awaken robot » o °

start English + voice recognition, continued for ° second

set keywords to awaken robot = to o

O Events change keywords o awaken robot v by °
. Setting show variable keywords to awaken robot

. Motion hide variable  keywords to awaken robat +

2 II

. Contral
m voice recognition

start Chinese_putonghua =  voice recognitio
O Events

open speech recognition

start English + woice recognition, confinued for e second

start Chinese_putonghua ~  voice recognitio

set  keywords to awaken robot + to  speech recognition results

. Setting speech recognition results

)

: speech broadcasting
. Motion

. Status Image acquisition

Timeout 5 to take picture
. Al o P

Figure 3.6 Setting the keywords to awaken robot variable to speech recognition results

Step 7: Judge if the speech about awakening the robot contains “l would
like to ask the route”.

1) Click the Control tab and drag the “If... then...” block to splice with
the previous block, as shown in Figure 3.7.

I . Control I

. Operators

forever
. Variables
g
. Sensing

O Events
. Setting
. Mation

Figure 3.7 “If... then...” block
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2) Click the Operators tab, and drag the "Does string () contain ()”
block into the hexagonal box in the “If... then...” block, as shown in

Figure 3.8.
@ control E’
.SeTng statt English ~ voice recogniton, continued for (@) second
@cens | et kepwarts oavaen obot » 1o speech ecooton et
S — if Does string () contain @)  hen
ﬂ {Does stiing . contain .’

Figure 3.8 "Does string () contain ()” block

3) Click the Variables tab and drag the “keywords to awaken robot"
block to the left elliptical blank in "Does string () contain ()” block. Fill
in the right elliptical blank with “I would like to ask the route”, as
shown in Figure 3.9.

. Control Variables

Make a variable
. Operators

keywords to awaken robot
. Variables

. Sensing set  keywords to awaken robot » fo

start English » voice recognition, continued for e second

Sel  Keywords to awaken robot ~ 10 speech recognition resufts

if Does string | keywords to awaken robot contain REIGITERGER U] then

O Events change keywords to awaken robot v by °
@ seting show variable Keywords to awaken robot »

. Motion hide variable ~ keywords to awaken robot v

. Status Make a List

Figure 3.9 Filling in the blank with judgment condition

Step 8: When the speech about awakening the robot contains the
specified keywords, the robot broadcasts “Hello, where do you want to
go?”. Click the Al tab, drag “the robot broadcasts: hello” block into the
execution location of “If... then...” block, and change the content “hello” to
‘where do you want to go”. If specified content is not detected, the
system returns back to zero, as shown in Figure 3.10.
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voice recognition
. Operators 9

open speech recognition

. Variables

start Chinese_putonghua »  voice recognitio start English v voice recognition, continued for e second
. Sensing

[ — sel  keywords to awaken robot + o speech recognition results

start Chinese_putonghua =  voice recognitio

O Events
if Does string | keywords to awaken robot  contain (RUSNSIIERCER QUGN then
. Settin speech recognition results
9 eV Hello, where do you want to go? I

speech broadcastin
. Motion Y @

-
. Status Image acquisition

S Take picture manually
Calibation

Timeout (@) s totake picture

. My Blocks.

Figure 3.10 Speech broadcasting

Step 8: Repeat the execution. Click the Control tab, and drag the
“forever” block to splice with the “When the green flag is clicked” block, as
shown in Figure 3.11.

when  clicked
forever
start English »  voice recognition, continued for () secona

set  keywords to awaken robot + fo  speech recognition results

Does siring = keywords to awaken robot  contain (@R GILRTCRCEE SUEROTIE then
Elsceil sl Hello, where do you want to go?

Figure 3.11 “forever” block

o= mm 3 Emm = Em 5 EEm 5 Em P B 5 R B 5 B R B B R B B B R Em R Em By,

. .

@

|
I
! (1) What happens when you do not use the “forever” block?
\

s mm o Em o omm

(2) What happens when you use blockit?

.
— L ] — L — L — L] — L] — L] — L] — L] — L ] — L — L — L] — L] — L] — L] — -
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3.  Summary

(1) The creation of a variable requires attention to the application range
of the sprite:

(2) Key steps to awaken the robot:

4. Self-Assessment
Check the completed content in the experiment task. Tick (V) the

completed items, and circle (()) the uncompleted items.

Completion
Assessment Content
Status

I've skillfully created and used variables

I've used the instructions about speech input and speech
broadcast

I've used the repeated execution command

I've known how to use the branch structure

've completed the task of speech wakeup robot

programming

Task 2: Program Intelligent Navigation

We have awakened the robot and it can broadcast speech messages. Next,
we will program the Scratch to make the robotic arm “hear” our question by
speech and then draw the corresponding route based on the Wisdom Mall
map and the location asked.

1. Analysis

We analyze the main steps to make the robotic arm give navigation.

51



(1) Main steps to awaken the robot: speech input,

(2) Asking the route to a location in the Wisdom Mall by speech, and
recognizing the content in the speech.

(3) Robotic arm

Steps
(1) Prepare Hardware

Step 1: After you have prepared the experimental equipment, power up
the robotic arm and connect it to the computer.

Step 2: Place the equipment in the corresponding position in the map, as
shown in Figure 3.12. Replace the end of the robotic arm with the pen
end. Adjust the robotic arm and turn it on.
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Figure 3.12 Placement

(2) Design Program

Step 1: Understand the flow chart by analyzing the intelligent navigation
implementation process, as shown in Figure 3.13.



Input a speech

l

o | Start recognizing the

speech

False

If the speech includes I want to ask directions™?

Voice broadcast “could you tell you
where you are going"?

l

Start asking how to get there

Ture
If the speech includes “Appliance Town"?

Draw the route to Appliance Town

If the speech includes Video Game
Town?

Draw the route to Video Game
Town

Ture
If the speech includes Book Area?

Draw the route to Book Area

Return the robotic arm to zero [«

Figure 3.13 Flow chart of intelligent navigation

Step 2: Awaken the robot.

ﬁ Review the steps to awaken the robot in Task 1.

‘-
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Step 3: Ask the route. Click the Al tab, drag the “Start Chinese_Mandarin
(Simplified) voice recognition for 1 second” block to splice with “the robot
broadcasts” block, and change the broadcast duration to 5 seconds, as
shown in Figure 3.14.

voice recognition
. Operators 9
open speech recognition
. Variables
start Chinese_putonghua »  voice recognitio start English = voice recognition, continued for o second
. Sensing ———
_ set  keywords io awaken robot » 1o speech recognition results
. start Chinese putonghua =  voice recognitio
() Evenis
- Does siring ' keywords o awaken robot  contain RTJIVITICRGES SHIEIGTTE
. Settin speech recognition results
9 Evse bR Hello, where do you want to go?
speech broadcastin
. Motion Lstart English =+ voice recognition, continued for e second
. Status Image acquisition

Timeout (@) s to take picture

Figure 3.14 Starting to ask the route
Step 4: Create the keywords to ask route variable.

/ .

: \
9 -
i Review steps to create the keywords to awaken robot variable in !
- Task 1. I
I .
- I
I .
) I
I .
) |
| .
i In Scratch, try to create a variable and name it keywords to ask '
* route /

* / :

Step 5: Click the Variables tab, and drag the “Set the ‘keys to awaken
robot’ to (0)” block to splice under the “start English voice recognition,
continued for 1 second” block. Click the inverted triangle symbol in the
block and select “keywords to ask route” from the drop-down menu, as
shown in Figure 3.15.
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Make a Variable
. Operators

keywords fo ask route
. Variables

ME S DL T [ stal English » voice recognition, continued for e second
. Sensing

[E—— sel  keywords to awaken robot » o speech recognition results
O Events

if Does string | keywords to awaken robot  contain (RIHIMIIGCRGCE SRR then
. Setting .
Eese lshleRnnl Hello, where do you want to go?
. show variable ~ keywords to ask route =
. Motion

start English » voice recognition, continued for o second

set  keywords foask roule »+ o

change keywords fo ask route = by o

. Status hide variable  keywords to ask route « sel  keywords io ask roule » |10 °

. Al LERal= keywords to ask route
keywords to awaken robot

Coordinate | Sensing
Calibation Rename variable

. My Blocks

Delete the "keywords to ask route™ variable

Figure 3.15 Setting the keywords to ask route variable

Step 6: Click the Al tab, drag the “speech recognition results” block, and
set the keywords to ask route variable value to the speech recognition
results, as shown in Figure 3.16.

voice recognition
. Operators

. Variables
. Sensing

open speech recognition

start Chinese_putonghua =  voice recognitiol start  English »  voice recognition, continued for o second

sel | keywords [o awaken robol + to  speech recognition results

O Coent slait Chinese_putonghua voice recognitio|
venis
if Does string | keywords to awaken robot  contain ([ RGEILACICESSUCILNED - then
. Settin | speech recognition results |
g Breserneneesinell Hello, where do you want to go?
speech broadcasting
@ votion start Engiish = voice recognition, continued for () second

. Status Image acquisition set  keywordstoaskroute » 10| speech recognition results

IF Timeout o s to take picture
Coc_vrdirjate Take picture manually
Calibation

. My Blocks Picture

Figure 3.16 Setting the keywords to ask route value to speech recognition results

Step 7: Move the robotic arm to the Consulting Area. Click the Motion tab,
drag the “Jump To” block, and change the coordinates to (240, 0, -10)
(the coordinate values can be changed based on actual situation), as
shown in Figure 3.17.
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start English v  voice recognition, continued for ) secona

set  keywords to awaken robot » to  speech recognition results

Does string = keywords to awaken robot = contain (RUIILERGE 4G then
Ce=se = el Hello, where do you want to go?

start English »  voice recognition, continued for () second

set  keywordsto askroule » to  speech recognition results

L aumpTox @V EP € RO

Figure 3.17 Jump To Consulting Area
Step 8: Move from Consulting Area to Appliance Town.

1) When drawing the route, make the robotic arm move ahead, then
move rightward a distance, and finally move ahead again. The
shortest route from Consulting Area to Appliance Town is shown in
Figure 3.18.

Figure 3.18 Route to Appliance Town
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2)

3)

Judge if the speech about asking the route contains the keywords
“‘Appliance Town”. Click the Control tab and drag the “If... then...”
block to splice with the previous block. Click the Operators tab, and
drag "Does string () contain ()" block into the hexagonal box in the “If...
then... "block. Click the Variables tab, and drag the “keywords to ask
route” block to the left elliptical blank in “Does string () contain ()”
block. Fill in the right elliptical blank with “Appliance Town”, as shown
in Figure 3.19.

start English »  voice recognition, continued for o second

set  keywords to awakenrobot = to  speech recognition results

if Does string =~ keywords to awaken robot  contain (RIS N[ GRS iR ol (= then
Ceslins sl Hello, where do you want to go?

start English = wvoice recognition, continued for o second

sel  keywords to askroute » io  speech recognition results

<Y JumpTox Y z R
-

if Does string  keywords to ask route  contain fgatgsl[Elle=RTst)| then

Ay

Figure 3.19 Judging the keywords in speech about asking route

From the Consulting Area, the robotic arm moves ahead 10 mm, then
moves rightward 45 mm, finally turns left and moves backward 75mm.
The route of each motion can be modified based on actual situation.
Click the Motion tab, drag the “Relative Move” block three times to
the execution location of the “If... then...” block, and modify the
corresponding value, as shown in Figure 3.20.
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start English » voice recognition, continued for o second

set | keywords to awaken robot »  to  speech recognition results

Does stiing | keywords to awaken robot  contain (QRUIGELCGCESSUI NG then
e =n il Hello, where do you want to go?

start English ~  voice recognition, continued for () secona

set keywords to askroute + to speech recognition results

2 mox @D+ @ - € = @

Does string ~ keywords to ask route  contain then
-l'}_ Relative Move 2X m mm &Y o mm &7 o mm 2R o -
/% retative Move =X (@) mm =y @) mm oz @) mm = @)
J}_ Relative Move &X @ mm &Y o mm &7 o mm 2R Q “

Figure 3.20 Drawing the route by the robotic arm

ot e mm s mm s mm s mm s mm s s

ﬁ In addition to the “Relative Move” block, which motion blocks can
the robotic arm use when it is drawing the route?

L4

N\

" Emm D Em s EE o EE 5 EE P EE P EE 5 EE P EE I EE s EEm  Em D Em s s o omm o

Step 9: Move from Consulting Area to Video Game Town. When drawing
the route, the robotic arm moves ahead, then turns left and moves a
distance, and finally moves ahead again. The shortest route from
Consulting Area to Video Game Town is shown in Figure 3.21.
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Figure 3.21 Route to Video Game Town
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i Review the planning of the route to the Video Game Town and its

programming, and familiarize yourself with the route to the Video Game
Town.

‘-

shortest route from Consulting Area to Video Game Town when the
speech about asking the route contains the keywords “Video Game

By programming in Scratch, make the robotic arm draw the
Step 10: Move from Consulting Area to Book Area.

i Analyze the shortest route from Consulting Area to Book Area.

By programming in Scratch, make the robotic arm draw the
shortest route from Consulting Area to Book Area.

Step 11. Repeat the execution. Click the Control tab, and drag the
“forever” block to splice with the “When the green flag is clicked” block, as
shown in Figure 3.22.
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when clicked
forewer
start  English »+  woice recognition, continued for a second

set  keywords to awaken robot *  to  speech recognition results

Does string  keywords fo awaken robot  contain [ETENGRIEER GRS G ERGITHC] then
== W GERLEELR Hello, where do you want to go?

start English = wvoice recognition, continued for o second
set keywords to ask route = t0 speech recopnition results
T @ ¥ o z @ R o
e
if Does string  keywords to ask route  contain then
Relative Mowe 2X @ mm &% o mm &2 o mm 2R o =
Relative Mowe 2X o mm &% @ mm &2 o mm 2R o =

m Relative Mowe X a mm &% o mm &2 o mm =R o =

Does string  keywords to ask route  contain then
Relative Mowe 2X m mm &% o mm &2 o mm 2R o =
Relative Mowe 2X o mm &% ﬁ mm &2 o mm =R o =
Relative Mowe 2X @ mm &% o mm &2 o mm 2R o =

Does string  keywords to ask route  contain then

Relative Mowe X m mm &% o mm &2 o mm =R o =
Relative Mowe 2X a mm &% @ mm &2 o mm 2R o =
Relative Mowe X @ mm &Y o mm 22 o mm &R o =

Figure 3.22 Repeating the execution
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3.  Summary

(I\/Iain steps to make the robotic arm give navigation:

\_

4. Self-Assessment

Check the completed content in the experiment task. Tick (V) the

completed items, and circle (()) the uncompleted items.

Assessment Content

Completion

Status

I've skillfully used the instructions about speech input and

broadcast

I've used the “If... then... "block

I've used the repeated execution instruction

've known how to use the branch structure and loop

structure

've completed the task of speech wakeup robot

programming
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Experiment 4 v

\ K

‘\

Making Hamburgers .

Team Name: Team Member: Date:

Overview

/Do you like hamburgers? If yes, you can make hamburgers in a simple\
way at home! This experiment is to enable the robotic arm to
automatically produce delicious hamburgers. The experiment will use
Tinkercad software and UltimakerCura software for 3D modeling and
slicing. The ingredients for making hamburgers, such as buns,
vegetables and meat slices, are produced by 3D printing. After preparing
these ingredients, we will use DobotScratch to program for hamburger

\making by the robotic arm. /

1. Understand the main interface of Tinkercad software by designing the
bun model.

2.  Master the basic knowledge of UltimakerCura slicing software by
designing the bun model.

3. Master how Tinkercad builds the basic geometry and adjusts geometric
shape by designing the bun model.

4. By designing the bun model, understand how to print a model with the
printer.

5. By designing the vegetable model, learn how Tinkercad draws the
geometry.

6. Understand the image recognition technology and master the use of
image recognition instructions by programming the robotic arm to make
hamburgers.
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7. By programming the robotic arm to make hamburgers, understand how to
simplify the program and master the function of self-made blocks.

Equipment Picture Name Quantity
Dobot Magician Lite 1
Robotic arm
N l Suction cup kit 1
) \', ‘ Camera 1
) T| ™
Type-C cable 1
Power adapter 1
MOOZ-2 1
PLA 4
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Take care when using electricity.

Before the experiment, check whether the experimental equipment is
complete and intact. If there is any omission or damage, please report to
the teacher.

»  Any specific operations in the experiment shall be performed according to
the experiment manual. If you have any questions, please promptly ask
the teacher.

»  During the experiment, the joints will start to work as the robotic arms are
powered on. In that case, do not move the joints of the robotic arms hard
if you do not press the unlock key.

»  Report any device fault during the experiment to your teacher in a timely
manner, and do not handle it yourself.

>  After the experiment, the equipment shall be arranged well. You are
allowed to leave the laboratory only after the inspection by the group
leader.

Design the bun model using Tinkercad and print the bun with a 3D printer.
1. Analysis

Analyze the steps to design the bun model, and follow the prompts to fill
in the table below.

Step 1: Start Tinkercad.
Step 2: Create a project.
Step 3: Design the bun model for the hamburger:_Select the

hemispheroid from Basic Shapes —»

(Complete the remaining steps as prompted)
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2. Steps

Step 1: Visit the website https://www.tinkercad.com/, as shown in Figure
4.1.

Tinkercad is:

Creats, design, & make soything | Program, simulate, & assemble

Figure 4.1 Visiting the Tinkercad website

Step 2: Create a Tinkercad account and click Join now in the upper right
corner of the page, as shown in Figure 4.2, to go to the interface as
shown in Figure 4.3. Select Create a personal account, and then select
a mode from the list to register your account, as shown in Figure 4.4.

From mind to design in minutes

Figure 4.2 Registering your Tinkercad account
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AUTODESK
TINKERCAD

Start Tinkering

How will you use Tinkercad?

In school?

Already have an account?
signIn

Figure 4.3 Creating a personal account”

BIE 1 roness
[cTalo] TINKERCAD

Start Tinkering

How will you create your account?

Already have an account?
signin

Figure 4.4 Selecting a mode of account registration

Step 3: Create a project. After logging in to your personal account, you
can start to create a project, as shown in Figure 4.5. Add a description, as
shown in Figure 4.6. Click the drop-down menu to the right of Create and
select 3D Design, as shown in Figure 4.7.

[7]i]n]
AUTODESK
%Emrmxznun Gallery Blog Learn Teach Q@ .

[ select

461568860

uits

Brave Uusan

Figure 4.5 Creating the project
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Properties

Narme.

Description

Cancel | Save changes

Figure 4.6 Adding a description

BB Autopesic
[ clalo} TINKERCAD

Project1 &
Making delicious hamburgers
o

451568860

Galery Blog leam Teacn Q .

3D Desig:
Circuits
Cadeblosks o
Lessons

Figure 4.7 Selecting the 3D Design
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Main interface of the software

The blue area (labeled as 1) at the center of the page: This area is
called workplane, where we conduct all design work.

The geometrical panel on the right of the page (labeled as 2): Here
are basic blocks of anything to be designed by us.

The menus on the top (separately labeled as 3 and 4): We use these
menu items to perform operations such as alignment and merging.

The toolbar on the left (labeled as 5): Here we can switch views of the
model among top view, bottom view, left view, right view, front view,
back view and axonometric view; here are also functions such as
default viewing angle, viewing angle adjustment, and zoom in and
out.

Right-click and drag the cursor to change the 3D perspective of the
Workplane. Scroll the mouse up and down to zoom in and out.

2
i § v
: - LA
® W
e &

Main interface of Tinkercad

Step 4: Open a new project page through the previous steps, as shown in
Figure 4.8.
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< 46

Figure 4.8 Project page

Step 5: Understand Tinkercad's main interface. Then, start to design the
bun model. Observe the real hamburger bun, as shown in Figure 4.10,
and design a bun model using the image as a template.

Figure 4.10 Hamburger

Step 6: Observe that the upper bud of the hamburger is like a half sphere.
Select Half Sphere from Basic Shapes and drag it to the Workplane, as
shown in Figure 4.11.

B = s 0>« =@
& ™

»a
® 5

L o
®@

Figure 4.11 Selecting the half sphere
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Step 7: Select the Half Sphere on the Workplane. You will find that the
half sphere has five white square handles, three of which are over the
half sphere, and two of which below, as shown in Figure 4.12.

Figure 4.12 White square controls

Step 8: Allow you to change the half sphere’s size through the white
square controls. As shown in Figure 4.13, rely on the white square
handles within orange boxes to adjust the half sphere’s length and width.
Set the diameter of the half sphere bottom to 85 mm, and drag a white
square handle until both the length and width of the half sphere become
85 mm, as shown in Figure 4.14. Use the white square control within the
orange box to adjust the half sphere’s height. Set the half sphere’s height
to 10 mm. Click and drag the white square handle down until the height
becomes 10 mm, as shown in Figure 4.15.

Figure 4.13 Changing the size of Tinkercad shape
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Figure 4.14 Adjusting the length and width to 85 mm

XA

Figure 4.15 Adjusting the height to 10 mm

Step 9: Click the bun model and change the model material to Hole, as
shown in Figure 4.16.

-

Figure 4.16 Changing the material to Hole

Step 10: Export the designed bun model, as shown in Figure 4.17. Select
the .STL format, as shown in Figure 4.18.
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Import Export

Workplane

Tinkercad

Basic Shapes

Figure 4.17 Exporting the model

Include Everything in the design.
® The selected shape.

For 3D Print

For Lasercutting

@ More information

Figure 4.18 “.STL” format

Step 11: Design the bun model, and slice it. Run Cura3.1.0, choose
Settings>Printer>Add printer>Custom, and then enter MOOZ-1&2 in

the Printer Name field, as shown in Figure 4.19.

S,
| Jsetings] | > ]
& v
\
W ) E—

BEEEE | ©
AV

Printer Name:

Add wginter

Figure 4.19 Adding the printer

AN

Step 12: Click Add printer. The printer setting interface pops up. Set the

printer parameters, as shown in figure 4.20.
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Machine Settings

Printer

Printer settings Printerhead settings

X width mm X min 70 mm

Y depth mm Y min 32 mm

Z height 0 mm X max 35 mm
Y max 22 mm

Bl plate shape

[7] Origin at center Ganiry height 99999999 mm

7] Heated bed
Mumber of Extruders 1 mm -

f

Geode flaver i Material diameter 1.75 mm
Nozzle size 0.4 mm

Start Geode End Gcode

G28 “| M104 SO ™

G1215.0 F1800 _| m140 s0

G82 EO = GezE1 =

G1F200 E3 G1E-1F300

G92 ED -| |c28

] m » Mad

Back [ Finish ][ Cancle ]

Figure 4.20 Setting the printer parameters
Step 13: Set key printer parameters, as shown in Figure 4.21.

MOOZ-1&2

Material [ PLA v
Printer Setup | Recommended | Custom
Profile : ‘ Fine * v
Layer Height & 7 [o1z mm
I shell -
Wal Thickness 12 mm
Top/Bottom Thickness 12 mm
72 Infil v
Infill Density 20 %
Infill Pattern Grid v
Gradual Infill Steps D
iyl Material v
Printing Temperature 0 [205 C
Buld Plate Temperature £ [0 -
Diameter 1.75 mm
Enable retraction
Retrasion Disiance "
Retraction Speed ) |50 mmis
% Speed v
Print Speed "3 a0 mms.
Inifll Speed 40 mm/s
Wall Speed 15 mm/s
Travel speed D0 | mnvs
3k Cooling <
&' Support <
== Build Plate Adhesion v
Build Plate Adhesion Type & ) |Raft v
Raft Extra Margin FnN
Raft Air Gap &# ") (o2 mm
Initial Layer Z Overlap P @ foa mm
Raft Top Layers L)
Raft Print Speed £20 5 mmis |
7 Special Mode =
Print Sequence &
Spiralize Outer Contour &£ l:l

Figure 4.21 Description of key printer parameters
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Step 14: Click File (F)>Open Files(s) (O) to select the model to be sliced.
Cura supports the model in STL / OBJ / AMF format, as shown in Figure
4.22.

| |
Open Files(s)... Ctri+O

Figure 4.22 Opening the model to be sliced

Step 15: Adjust the model. Click the model, and five options appear on
the left side of the interface - EMove, Blscale, BIRotate, EMirror,

and BPer Model Settings. Among them, Per Model Settings adjusts

key parameters of the printer and is not used usually. Adjust these
parameters as needed and move the model to the center of the print
platform, as shown in Figure 4.23.

Prepare ] & W T [solidview

Figure 4.23 Adjusting the model
Step 16: Export the “g-code” file to the USB flash drive.

Step 17: Print the gcode model file in the USB flash drive in the following
order using the printer, as shown in Figure 4.24.
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Press the “Entrance to file Switch to microSD card or U disk
directory interface” button

p.
Press to select the Press the “File execution”
file you want to print button to start printing
N e A
GUHHIIT GUHIIIT

Printing. Printing

/ . J

Wait for the heated bed and nozzle to Start printing automatically
be heated to the target temperature

Figure 4.24 Printing the file on the printer
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design the lower bun model in Tinkercad.

Refer to the design method of the hamburger’s upper bun, and

3.  Summary

(1) Steps to design the hamburger’s upper bun:

(2) Method of modifying geometry parameters:

(3) Steps to slice with UltimakerCura software:

4. Self-Assessment
Check the completed content in the experiment task. Tick (V) the

completed items, and circle (()) the uncompleted items.

Completion
Assessment Content
Status

I've created a project

I've modified geometry parameters
I've designed the hamburger’s upper bun model
I've designed the hamburger’s lower bun model

I've completed the task of slicing
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Task 2: Design Models of Vegetables and Meat Slices

Design models of vegetables and meat slices using Tinkercad and print them
with a 3D printer.

1. Analysis

Analyze the steps to design models of vegetables and meat slices. Then,
fill in the table below according to prompts and your analysis.

f Step 1: Refer to sketches of vegetables and meat slices \
Step 2: Select Scribble from Basic Shapes
Step 3:

\_ J

2. Steps

Step 1: Log in to your personal account and create a new project.

Step 2: Before designing the models of vegetables and meat slices, find
some sketches of hamburgers, vegetables and meat slices, as shown in
Figure 4.25.

Figure 4.25 Sketches of vegetables and meat slices

Step 3: Start to design models of vegetables and meat slices when you
know their general shapes. Select Scribble from Basic Shapes and drag
it to the Workplane, as shown in Figure 4.26.
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Figure 4.26 Selecting “Scribble” from “Basic Shapes”

Step 4. Drag Scribble onto the Workplane. A drawing window pops up,
as shown in Figure 4.27.

-« @

Figure 4.27 Drawing window
Step 5: Find six function buttons at the bottom of the drawing window:
Undo, Redo, Draw, Erase, Draw Shape and Erase with Shape. Have

Clear button in the lower left corner of the window and Done in the lower
right corner, as shown in Figure 4.28.

- - @ |

Figure 4.28 Function buttons in the drawing window
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Step 6: Click the Draw button to outline the vegetable, as shown in Figure
4.29.

nnnnn

S -“r @

Figure 4.29 Drawing the vegetable

Step 7: Click the Draw button to fill the outline, as shown in Figure 4.30.

«»0{,

e

Figure 4.30 Filling the vegetable outline

Step 8: After drawing the vegetable, click Finish and fill it with green. The
vegetable model is shown in Figure 4.31.

gon
B [ Sritiant Bojo

8o
o 28 «

W

Figure 4.31 Vegetable model
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Step 9: Modify the length to 85 mm, the width to 80 mm, and the height to
8 mm, as shown in Figure 4.32.

Vi N
4  Shape a Q
® 2
Solid Hols
Helght o 0

8500

Snap@rid | 10mm -

Figure 4.32 Modifying the model size
Step 10: Export the vegetable model and save it in .STL format.

Step 11: Perform slicing. Run Cura3.1.0 and select the printer MOOZ1&2.
Refer to Task 1 for detailed steps.

’ EEE § IS & =SS & ESS O BN O B F B §F B F B §F B O F O Em § \

I i Refer to the meat slice sketches, and design models of chicken andI

[ beef slices in Tinkercad. I

’_l_l_l_I_l_l_l_l_l_l_l_‘

3.  Summary

((1) Method of drawing the geometry: \

(2) Steps to design the vegetable model:

\_ J
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4. Self-Assessment
Check the completed content in the experiment task. Tick ( v) the

completed items, and circle (()) the uncompleted items.

Completion
Assessment Content
Status

I've created a new project

I've designed the vegetable model

I've designed the chicken slice model

I've designed the beef slice model

Task 3: Enable the Robotic Arm to Make Delicious

Hamburgers

We have prepared the bun, vegetable and meat slice models through Task 1
and Task 2. In Task 3, we will program the robotic arm to make hamburgers
automatically.

1. Analysis

Analyze the steps to enable the robotic arm to make hamburgers
automatically. Then, fill in the table below according to the prompts and
your analysis. .

@p 1: Prepare hardware \

Step 2: Design Program:_Initialization—\Voice acquisition and

recognition — If “chicken hamburger” is recognized in the speed

— Making a chicken hamburger—»

(Complete the remaining steps as prompted)

Step 3: Steps to make the hamburger by the robotic arm:

\_ /
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2. Steps
(1) Prepare Hardware

Step 1: Build hardware, as shown in Figure 4.33.

[ 1 | _
- Bread Area - : Chlc‘ken

| ! | Slice |
s — = =, :
! Vegetable Beef Slice -

| Area | l I

Hamburger Making

Figure 4.33 building hardware
(2) Design Program

Step 1: Analyze the steps to automatically make a hamburger by the
robotic arm, and draw the flow chart, as shown in Figure 4.34.
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Set the end-effector as
suction cup

v

Initialize the position of|
the robot’s end

v

|  Voice Broadcast

v

Wait 3 seconds

v

Gather speeches

v

A

Recognize the speech

If it is recognized as “Chicken
Hamburger”?

Make a chicken
hamburger

Voice Prompt

Ture
If it is recognized as “Beef Hamburger?

Make a beef hamburger

Voice Prompt

Figure 4.34 Flow chart

Step 2: Set the end-of-arm tool “Suction Cup”, and initialize the end
position of the arm, as shown in Figure 4.35.

po i

/% Select End Effector  Suction Cup »

23 oy D) ¥ €D * @D < @

Figure 4.35 Initializing the end-of-arm tool and position

Step 3: Broadcast the speech message “Would you like a chicken or beef
hamburger” and this ends after 3 seconds, as shown in Figure 4.36.
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/. Select End Effector  Suction Cup +

FASRTRd 1519 RA 192 B4 565 I3}
e
ezl pezaesinel YWould you like a chicken or beef hamburger

Figure 4.36 Broadcasting the speech message

’ _— ] — ] _— ] — ] _— ] — ] _— ] — ] _— ] — ] _— ] —

| @ Why is “Wait 3 seconds” required?

l
U ¢

Step 4: Click the Al tab, drag the “start English voice recognition,
continued for 1 second” block, and change the duration to 3 seconds to
collect and recognize speech, as shown in Figure 4.37.

-/} select End Effector  Suction Cup =

22 oy G ¥ €D * @D < @

Evsewlinsa iyl VWould you like a chicken or beef hamburger

w:iosemnﬂs

start Engiish v  voice recognition, continued for () second

Figure 4.37 Speech recognition

Step 5: Set the judgment condition. Judge if the speech recognition result
contains the keywords “chicken hamburger”, as shown in Figure 4.38.
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clicked

when
/Y Select End Effector  Suction Cup

L umprox BB v z R D
Bveaml e el VWould you like a chicken or beef hamburger
wait (@) seconas

start Engiish v  voice recognition, continued for () secona

if Does string  speech recognition results  contain {EelleEREWllis =) then

Figure 4.38 Setting the judgment condition

Step 6: Set the judgment condition for the second case. Judge if the
speech recognition result contains the keywords “beef hamburger”, as
shown in Figure 4.39.

clicked

when
/3 Select End Effector  Suction Cup

Ly wmpox EEEY ¥ z R (D
=il =l ezl Would you like a chicken or beef hamburger
wait e seconds

start English + voice recognition, continued for o second

it Does stnng  speech recognition results  contain (gelis= sy then

Does sting  speech recognition results  contain (@ESlEIE then

Figure 4.39 Setting the judgment condition for the second case

Step 7: Start to “make a chicken hamburger” by the robotic arm once the
speech recognition result contains the keywords “chicken hamburger”, as
shown in Figure 4.40.
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when clicked
A

« - Select End Effector Suction Cup »

i
LY wmptox QEE) ¥ z R @
Speech hrl)al:lcasllng Would you like a chicken or beef hamDUrge[
wait o seconds

start English » voice recognition, continued for o second

i Does siring  speech recognition results — contain then
make a chicken hamburger

speech broadcasting
wait o seconds

else

ir Does string  speech recognition results — contain Qe=sgiknleiipl-y then

Figure 4.40 Starting to make a chicken hamburger by the robotic arm

Step 8: Start to “make a beef hamburger” by the robotic arm once the
speech recognition result contains the keywords “beef hamburger”, as
shown in Figure 4.41.

when clicked

/Y Select End Effector  Suction Cup =

L aumox ED ED DD
sl nEhst M VWould you like a chicken or beef hamburger
wait o seconds

start English »+  voice recognition, continued for e second

it Does string  speech recognition resulis  contain (gepisiliEN Ty then
make a chicken hamburger

Evseellvpzaleti bl Chicken burgers are ready
wait o seconds

else

if Does string  speech recognition results — contain (geE=fiEhliEg then

make a beef hamburger

Evssnillpzhein il Beef burgers are ready
wait o seconds

Figure 4.41 Starting to make a beef hamburger by the robotic arm
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Step 9: Add the “forever” block, as shown in Figure 4.42

/Y Select End Effector Suction Cup
-

L3 ump o x @B Y z R @

sl p=aheaiill VWould you like a chicken or beef hamburger
wait o seconds

start English = voice recognition, continued for o second

i Does string  speech recognition results  contain el iRE sy then

make a chicken hamburger

Seoce sl Chicken burgers are ready
wait o seconds

else

i Does sinng  speech recognition results  contain (el then

make a beel hamburger

speech broadcasting QEEa i E EE N EE

Figure 4.42 Repeating the execution

[

9The program uses two self-made blocks, namely "make a chicken
hamburger" and "make a beef hamburger". By analyzing the robotic
arm's operations for making different hamburgers, try to define the two
blocks, and program the robotic arm to make chicken and beef
hamburgers.

~
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3.  Summary

((1) Summarize the use of self-made blocks:

(2) Summarize the use of the judgment structure:

\_

J

4. Self-Assessment

Check the completed content in the experiment task. Tick (V) the

completed items, and circle (()) the uncompleted items.

Assessment Content

Completion

Status

I’'ve built the hardware

I've completed the task of speech acquisition and recognition

I've made the new “make a chicken hamburger” block

I've made the new “make a beef hamburger” block

I've used the hamburger making program with the nested

branch structure
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Experiment 5 v

K

Al Walter

Team Name: Team member: Date:

Overview

émart speakers, handset smart assistants and so on have become par“
of our lives. But what is the speech recognition technology? How do we
use it? In this experiment, through simulating the building of a smart
voice bar counter, we aim to help students: experience graphical
programming-based modeling like cup modeling and grasp the
Tinkercad-based modeling flow; build the saucer model through
conventional means and programming, and explore the relations
between modeling and graphical programming; design the end of the
cup clamp and explore diverse ends of the robotic arm; learn and use

(he speech recognition technology, and explore its application. /

1. Understand Tinkercad's shortcut key by copying and pasting a model.
2. Master Tinkercad's alignment function by designing the saucer model.

3. Skillfully build the model through Tinkercad.

4. Understand the use of graphical programming by building the modeling.
5. By building the saucer model and conventional modes and programming,
understand the differences and similarities between the two modeling modes.

6. Explore diverse ends of the robotic arms by designing the end of the cup

clamp.

7. Understand the graphical programming-based modeling by programming

the building of the cup clamp model.

8. Understand the speech recognition technology by designing the bar counter
assistant.
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Equipment

Equipment Picture Name Quantity
i Dobot Magician Lite 1
Robotic arm
USB Type-C 1
interface cable
Power adapter 1
Camera 1
Creatively designed 5
cup
Q Saucer 1
* Cup clamp 1
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Equipment Picture Name Quantity

MOOZ-2 Plus 1

PLA 4

Requirements
>

Take care when using electricity.

Before the experiment, check whether the experimental equipment is
complete and intact. If there is any omission or damage, please report to
the teacher.

»  Any specific operations in the experiment shall be performed according to
the experiment manual. If you have any questions, please promptly ask
the teacher.

»  During the experiment, the joints will start to work as the robotic arms are
powered on. In that case, do not move the joints of the robotic arms hard
if you do not press the unlock key.

N— _/

To build a smart bar counter, prepare: a drink cup, and a saucer. This
experiment is to design a cup model. Using Tinkercad, you can creatively
design a personalized cup model.

1. Analysis

Design a cup model through Tinkercad, and print the model through 3D
printing technology. Observe the model, analyze the model design steps,
and complete the realization steps in the table below.
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Step 1: Look for a proper cup model for reference, and analyze the
shape of the reference model.

Step 2: Measure the size of the reference model, and take them as the
dimension reference data of the model.

Step 3: Log in to the Tinkercad account, and create a work.
Step 4: Design the cup model as per the reference model.

Step 5: Print the model.

Steps

Step 1. Refer to a model. Look for a proper cup as a reference model, as
shown in Figure 5.1.

Figure 5.1 Paper cup as a reference model

Step 2: Measure the size. Measure the size of the paper cup, as shown in
Figure 5.2.

Figure 5.2 Size of the paper cup
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i Why do we measure the reference model?

Step 3: Log in to the Tinkercad account, create a project, and name it cup,
as shown in Figure 5.3.

g AUTODESK
[clal TINKERCAD

Modify model name

REE

A

Figure 5.3 Creating the cup model project

Step 4: Observe the cup reference model, and we find that we can design
a paper cup to have the shape of a truncated cone with a large top and a
small bottom. Based on the measured size, set the truncated cone to 30
mm in top radius, 22.5 mm in base radius and 63 mm in height, as shown
in Figure 5.4.

Alh Import Export send To

Y
L) "y

» 0

)

Figure 5.4 Truncated cone

Step 5: Hollow the truncated cone because a cup is hollow. Use the
shortcut keys ctrl+c and ctrl+v to copy and paste the original truncated
cone respectively. Set the material of the copied and pasted truncate
cone to hole as that of the hollowed truncated cone, as shown in Figure

5.5.
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Top Radius —Q

Figure 5.5 Copying and pasting the truncated cone

Step 6: Reduce the copied truncated cone by 0.8 times. As a result, the
top radius is 24mm, the base radius is 18 mm and the height is 50.4 mm,
as shown in Figure 5.6.

i\

4  Shape 3 Q

® @

Figure 5.6 Reducing the truncated cone by 0.8 times

Step 7: Align. Align the truncated cone as the hole with the original
truncated cone, press the shift key to select the two truncated cones,

96 : :
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click the alignment icon, and select three points to align, as shown in
Figure 5.7.

_ _ D (5 N
Points to align :
4  Shapes(2) Q

Solid Hole

Figure 5.7 Alignment

Step 8: Combine the objects. Combine the original truncated cone with
the one as the hole, and hollow the water cup, as shown in Figure 5.8.

D g

-@ -
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f Combined

water cup

Figure 5.8 Combination

i Analyze the steps to build the cup model in the flow chart way.

Step 9: Export the model. Export the cup model in the "stl" format.

Step 10: Slice the cup. Do so with Cura software, convert the "stl" file into
the "g-code" file, and copy the latter to the printer for printing.

Summary

(1) The method of setting the model parameter:

(2) The uses of copying and pasting:

(3) The method of aligning the model:

(4) The steps to build the cup model:
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4. Self-Assessment
Check the completed content in the experiment task. Tick ( v) the

completed items, and circle () the uncompleted items.

Completion

Assessment Content
Status

I've known the shape of the cup
I’ve known the cone and the truncated cone

I've have designed the cup model

Task 2: Design the Saucer Model

It is not easy to fix the cup on the bar counter. We easily knock it over, spilling
its drink. We can design a saucer model to determine and fix the cup position,
making it hard to knock over.

1. Analysis

Use Tinkercad to design a saucer model and print it through 3D printing
technology. Observe the model, analyze the modeling design steps, and
complete the realization steps in the blank in the table below.

(Step 1: Analyze the shape and size of a saucer, for example, a saucer\
enough for two cups.

Step 2: Provide a cup model, and set the model to material.
Step 3: Amplify the cup model.

Step 4: Take_____ as the saucer body.

Step 5: __ the cup and the saucer.

Step 6: Group the cup and the saucer, and allow the cup to punch the
saucer.

Step 7: Save and print the model.

. _/

2. Steps
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Step 1: As per the cup size, analyze the saucer size, as shown in Figure
5.9.

Figure 5.9 Saucer size

A saucer is to bear a cup, so its hole size must be greater than a I

cup size. We can amplify the cup by 1.1 times as the hole of the saucer.

In that case, the cup must be solid. ]
\

*

Step 2: Punch the truncated cone with the saucer, select the truncated
cone, which is 1.1 times as large as the above cup model. The truncated
cone is 33 mm in top radius, 24.75 mm in base radius and 69.3 mm in
height, as shown in Figure 5.10.
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Vi N
4  Shape = Q

® @

Solid Hole

Top Radius —Q 33
Base Radius —Q 2475

Height —_0 693

Sides —0 24

Figure 5.10 Punching the truncated cone

Step 3: Use the shortcut keys ctrl+c and ctrl+v to copy and paste the
truncated cone respectively. The horizontal distance between the copied
truncated cone and the original truncated cone is 60 mm, as shown in
Figure 5.11.

Vi N
4  Shape ] Q

- ® @

Solid Hole

Top Radius —QO 33
Base Radius —Q 2475
Height —0 693

Sides —0 2%

Figure 5.11 Copying and pasting the truncated cone

Step 4: Drag out a block with 80 mm in length, 160 mm in width and 25
mm in height, as shown in Figure 5.12.
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Do « I

Figure 5.12 Block

Step 5: Group the truncated cones. Press the shift key to select the two
truncated cones, and click the group icon to become a group, as shown

in Figure 5.13.
IE' 15 4

PP Group 2 Q
Ctrl + G

Figure 5.13 Grouping the truncated cones

Step 6: Align the related points. Put the block between the two truncated
cones, press the shift key to select the block and the two cones, click the
alignment icon, and select the points to align as shown in Figure 5.14.
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D ©|F]4

4  Shapes(2) Q

® 2

Solid Hole

Figure 5.14 Alignment

Step 7: Punch the block, and combine the block with the two truncated
cones, as shown in Figure 5.15.
[C]o &
Q

@ -
® 2

Solid Hole
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Figure 5.15 Punching the block

3. Summary

s

(1) The reason for amplifying the cup model:

(2) The saucer modeling process:

. J

4. Self-Assessment

Check the completed content in the experiment task. Tick ( v) the

completed items, and circle (()) the uncompleted items.

Completion

Assessment Content
Status

I've used the alignment function

I've used the grouping function

I've known the process of the saucer model design

I've designed the saucer model

104




Task 3: Program the Saucer Model

Can 3D modeling work with programming? Can we design a model through
programming? This experiment gives a positive answer. We can do so. Let us
try designing the saucer model in task 2 with the programming method.

1. Analysis

As per the steps to design the saucer model in task 2, analyze the steps
to program the saucer model.

(Step 1 \

_J

2. Steps

Step 1: As per the experiment analysis result, read the flow chart of
programming-based saucer modeling design, as shown in Figure 5.16.
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Setup a new
object

!

Add a cone

!

Copy the cone

!

Move the
copied cone

!

Add a block

v

Move the
block

!

Select all
objects

v

Setup a group

End

Figure 5.16 Flow chart of saucer modeling

Step 2: Switch to the programming mode, select Codeblocks, and click
Create new Codeblock, as shown in Figure 5.17.
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‘ [ Create new Codeblock

461568860

3D Designs

Circuits

[ Codeblocks (NEw)

Lessons

Figure 5.17 Switching to the programming mode

Step 3: Create a new object. Click the Modify tab to drag out the "Create
New Object0” block, as shown in Figure 5.18.

Modify
Shapes

Modify

Create New Object

Wl Add Copy of Object

[ ] .
IEg SelectAllin Object Create New Object  object0 =
Dga Delete Object

Mark Up LGS

Rotate

Figure 5.18 Creating the new object

Step 4: Add the cone. Click the “Shapes" tab, and drag out the "Cone"
block, whose material is hole. Fill in the top radius 33 mm, the bottom
radius 24.75 mm, and the height 69.3 mm, as shown in Figure 5.19.

Create New Object objectO ~

Add u @ < TopRadius €EJ) Bottom Radivs €NEP H CEEP Sides

Cone

Round Roof

Figure 5.19 Adding the cone

Step 5: Copy the truncated cone. Click the Modify tab, drag out the
"Copy" block, and copy the truncated cone, as shown in Figure 5.20.
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Shapes

Modiy

control
Math
[ ]
Data

Mark Up

‘Add Copy of Object

Select All In Object

Delete Object

Create New Object object0 ~

Move
: Add u @ < Top Radius €E)) Botiom Radius ENEP H B sides €

o D@ |

Set Color

Create Group

Figure 5.20 Copying the truncated cone

Step 6: Move the copied object. Task 2 indicates that the distance
between the two truncated cones is 60 mm and their top radius is 33 mm.
So the circle center is 93 mm away from the side, and move the copied
object 93 mm along the X axis, as shown in Figure 5.21.

Select All In Object

Delete Object

Create New Object object0 ~

@ ¢ TopRadius (EEJ) Bottom Radius EEEP H CEP sides €D

Move
Rotate
Scale
Copy

Set Color

Create Group

Figure 5.21 Moving the copied object

Step 7: Add a block. Click the Shapes tab, drag the “Box” block, and
modify the parameters to 80 mm in length, 160 mm in width and 25 mm in
height, as shown in Figure 5.22.

Create New Object object0 ~
Cyinder Add u © £ TopRadius R Bottom Radius E@EEP H CEP sides €D

Copy @ .

Move: X: @ Y: o Z o
Roof Add D O. < W ED. €@ - €D cice @ EdgeSteps P

Sphere

Figure 5.22 Adding the block

Step 8: Move the block. If the block and the central point of the first
truncated cone are located at one point, the block needs to be moved 45
mm along the positive direction of the X axis and 22.15 mm along the
negative direction of the Z axis, as shown in Figure 5.23.

108



Create New Object objectO ~
Add u @ < TopRadius P Bottom Radius EEEP H CEP sides EP

Copy (D .

Move: X: @ Y: o Z: o
Add D O. VD @ € ioe @ Edoesters €D
Move: X: @ Y: o Z:

Figure 5.23 Moving the block

Step 9: Select All in Object. Click the Modify tab, and drag out the "Select
All In Object" block, as shown in Figure 5.24.

Modify
hapes
Create New Object

Create New Object object0 «

Control Add Copy of Object

O ccmiinonea Add u @ < TopRadius € Bottom Radius EREPH CEP Sides ED
°

Dga Delete Object Copy (D .
o o vove: x DY @ z @

i Add D O. K WED. @ @ cdoe @ Edoe Sters P

Scale

Move: X: @ Y: o Z:

Select All In Object

Copy
Set Color

Create Group

Figure 5.24 Selecting All In Object

Step 10: Create a group. Click the Modify tab, and drag out the "Create
Group" block, as shown in Figure 5.25.

Modify

m Create New Object Create New Object object0 ~

@ Add Copy of Object
cerel Add u © & TopRadius (€EJ) Bottom Radivs NP H CEEP Sides

!\gh Select All In Object

. - o (D@

(™ Delete Object

® move: X P Y @ z @
Lavy  Move

- Add D O. K W ED. @H €D cdoe @ Edoesters P
Scale move: x: @ v: @ z EXB

Copy Select All In Object

Set Color Create Group ® .

Create Group

Figure 5.25 Creating the group

Step 11: Click the "run the program" to generate a saucer model, as
shown in Figure 5.26.
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Speed ‘j‘ » step D ) Export Share

Figure 5.26 Running the program to generate the model

I i Think about the differences and similarities between the
conventional modeling and the programming-based modeling.

3.  Summary

(" )

(1) The advantages of programming-based modeling:

(2) The steps for programming-based saucer modeling:

. J

4. Self-Assessment

Check the completed content in the experiment task. Tick ( v) the

completed items, and circle (()) the uncompleted items.
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Completion

Assessment Content
Status

I've designed the saucer model through programming

I've known the saucer modeling flow chart

I've completed the saucer model design through
programming

Task 4: Program the Cup Clamp Model

The end of the robotic arm is replaceable. But if no available clamps meet
requirements, what shall we do? This experiment tells us that the end of the
robotic arm can be designed as needed. Let’s look at how to design a cup
clamp.

1. Analysis

Use Tinkercad to design a saucer model and print it through 3D printing
technology. Observe the model, analyze the modeling steps, and
complete the realization steps in the blanks in the table below.

(Step 1: Analyze the model of the cup clamp, and measure its . \
Step 2: Design to plug the module of the end of the robotic arm.

Step 3: Design the support for the cup clamp.

Step 4: Design the cup handle.

Step5: __ _model.

Step 6: Maintain and print the model.

\_ J

2. Steps

Step 1: As per the experiment analysis, read the flow chart of cup clamp
programming, as shown in Figure 5.27.
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Analyze the size of the
cup clamp

.

Add a block, set the
material as substantial
and stick it in the end-

effector

v

Add a block, set the
material as substantial
and make it support the

v

Move the block

v

Add a circular ring and
set the material as
substantial

!

Move the ring

!

Add a cylinder and set
the end effector as
hollow

!

Move the cylinder

!

Select all objects

!

Set up agroup

End

Figure 5.27 Flow chart of cup clamp modeling
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Step 2: Analyze the size of the cup clamp, as shown in Figure 5.28.




Figure 5.28 Size of the cup clamp

Step 3: Add a Box block. Set its parameters to 23 mm in width, 14 mm in
length and 18 mm in height, as shown in Figure 5.29.

Create New Object object0 ~

Add D O. < wWEDD. . @H @ dse @ Edgesteps P

Figure 5.29 Adding the block to the end of the robotic arm

Step 4: Add a solid block. Set its parameters to 30 mm in width, 20 mm in
length and 40 mm in height to support a ring, as shown in Figure 5.30.

Create New Object objectO «

Add D O. WL @ @ cdoe @ Edge Steps P

Add D O. K WEDL @H P cdoe @ Edge Steps

Figure 5.30 Adding the block as a ring support

Step 5: Move the block. In the above step the two blocks have the same
central point. Divide them, and move them 11.5 +15 = 26.5 mm along the
positive direction of the X axis, as shown in Figure 5.31.
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Create New Object object0 «

Add D O. K v . @ @ ise @ EdoeSters P

Add D O. { WEPL €@+ @ cice @ EdaeSters P
Move: X EXPD Y- @ z @

Figure 5.31 Moving the blocks

Step 6: Add the ring. The ring is solid and red. Modify its parameter to
24.5 mm in radius, and the parameter of the suction tube to 2.5 mm in
radius, as shown in Figure 5.32.

Create New Object object0 v
Add D O. WD @+ @ cicc @ Edge Steps @D
Add D O.  WED. @+ @ cdse @ Edge Steps P
Move: X @D Y- @ z @

Add H O. < Radius @EEP Sides @ Tube @ Sters P

Figure 5.32 Adding the ring

Step 7: Move the ring. In the above step the ring and the first block have
the same central point. Move the ring 65.75 mm along the positive
direction of the X axis, as shown in Figure 5.33.

Create New Object object0 ~

Add D O. v . @+ @ cise @ Edge Steps P
Add D O. < WwWEPL €H @D cdse @ Edge Steps P

Move: X: EEP Y- @ z @
Add a O. £ Radius @) sides € Ture €Y Sters P
Move: X: ERED ¥- @ z @

Figure 5.33 Moving the ring

Step 8: Add a cylinder with the material being the hole. Set its parameters
to 24.5 in radius and 30 mm in height, as shown in Figure 5.34.
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Create New Object object0 «

Add D O. v . @+ @ cice @ Edgesteps P
Add D O. < WED. @ @ edc @ Edesters P

Move: X EXPD Y- @ z @

Add u O. { Radivs @) sides @ Tuve EEP Steps €D
VSN 6575 RN 0 Jral O )

Add U - © < Radius H @) Sides @) edge @) Edge Steps @

Figure 5.34 Adding the cylinder

Step 9: Move the cylinder. Move it 90 mm along the positive direction of
the X axis, as shown in Figure 5.35.

Create New Object object0 ~

Add D O. WD @+ @ ioc @ Edoe Steps P
Add D O. K WED. €@+ @ cise @ Edge Steps P
Move: X @D Y- @ z @

Add H O. < Radius @) Sides €@ Tube EEP Sters P

Move: X CGRED V- @ z @

Add D - @ { Radius @EPH € Sides @) edge @ Edge Steps @
Move: X €Y @ z @

Figure 5.35 Moving the cylinder

For the calculation skill of movement distance of each object, the

center distance between the first block and the second one is: Half of
the width of the first block + Half of the width of the second block = 11.5
+ 15 = 16 mm. The center distance between the ring and the first block
is: Half of the width of the first block + Width of the second block +
Radius of the ring = 11.5 + 30 + 24.25 = 65.75 mm.

Step 10: Select All In Object and create a group, as shown in Figure
5.36.
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Create New Object object0 «
Add D O. W @+ @ odce @ EdoeSters P

Add D O. < WED. @+ @ cice @ Edoe Steps
Move: X EED Y- @ z @

Add E O. { Radius @ sides @ Tuve € Sters P

Move: X: (CRED - @ z @

Add D @ < Radius @FEPH EP Sides € edge ) Edge Steps @
Move: X @D Y @ z @

Select All In Object

Create Group (D .

Figure 5.36 Select All In Object and create group

Step 11: Click the "run the program" to generate a cup clamp model, as
shown in Figure 5.37.

Speed B » step D> ) Export Share

Figure 5.37 Running the program to generate the model
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3.  Summary

r(l) The center distance between objects is calculated below: )
(2) The steps to program the modeling of the cup clamp:
g J
4. Self-Assessment
Check the completed content in the experiment task. Tick ( v) the
completed items, and circle (()) the uncompleted items.
Completion

Assessment Content

Status

I’'ve known how to calculate the center distance between
objects

I've tried designing the end of the robotic arm as needed

I've designed the cup clamp model through programming

Task 5: Design the Bar Counter

We have completed the preparations. Let’s rely on the speech recognition
technology to grab a certain drink on hearing the speech instruction, and

simulate the method of designing a bar counter assistant.

1. Analysis

The teacher demonstrates how to design a bar counter assistant. As per
the movement condition of the robotic arm, analyze the steps to program
the bar counter assistant, and complete the steps in the blanks in the

table below.
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(Step 1: Set a robotic arm, a saucer and a cup. \
Step 2: Initialize the placement position of the robotic arms.

Step 3:

Step4:Judge _

Step 5: If the keywords include ___, grab coffee.

Step 6: If the keywords include __ , grab water.

Step 7: Repeat steps 3, 4, 5 and 6.

4 J

2. Steps

(1) Prepare Hardware

Step 1: Set the robotic arm, the saucer and the cup, as shown in Figure
5.38.

| Beverage storage I
area I

Figure 5.38 Setting the materials
(2) Design Program

Step 1: As per the experiment analysis, read the design flow chart of bar
counter assistant, as shown in Figure 5.39.
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Initialize

v

» Input a speech

Ture .
Grab the coffee > Move to thg transition
point

If the keywords include “coffee”?

Ture

Move to the transition

Grab the water » N
point

If the keywords include “water”?

Move to the _

placement point

v

Place the drink

End

Figure 5.39 Designing the flowchart of a smart bar counter

Step 2: Initialize the equipment. Enable Dobot Scratch software, click the
Add Device "Magician Lite", Connect Device, Add Extension "Al", Robotic
Arm Home, and Set the End Tool icons, as shown in Figure 5.40.

Qo B e e

N Oomjx

agR

Figure 5.40 Initialization
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Step 3: Input a speech. Click the Al tab, drag out the "start
Chinese_putonghua voice recognition, continued for 1 second" block,
and set its parameter to 5, as shown in Figure 5.41.

. Control Al

voice recognition
. Operators 9J
open speech recognition
. Variables
. Sensing
O Events

. Setting speech recognition results

speech broadcasting (L]
. Motion J -

Etart English + voice recognition, continued for o second

. Status Image acquisition

Timeout s to take picture
1ot @ -
Cuprdiﬂat& Take picture manually
Calibation
. My Blocks

Figure 5.41 Inputing the speech

Step 4: Judge whether the keywords of the speech recognition result
include "coffee", as shown in Figure 5.42.

when

start English * voice recognition, continued for o second

if Does string speech recognition results contain (gejiEs then

Figure 5.42 Judging whether the speech recognition result includes coffee

Step 5: Grab coffee. Move to the position in front of the coffee cup, and
grab coffee, as shown in Figure 5.43.
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start English * voice recognition, continued for o second

if Does string speech recognition results contain then

Ly wmptox @ v LD 2 R @)
J'_é_ Relative Move 2X o mm &Y @ mm &Z o mm 2R o -
J}_ Relative Move 2X o mm 2Y o mm 2Z @ mm 2R o -

Figure 5.43 Grabbing coffee

Step 6: Moving the robotic arm to the transition point (200, 0, 140, and 0),
as shown in Figure 5.44.

when

.J‘}_ Home

start English * voice recognition, continued for o second

if Does string  speech recognition results ~ contain then

22 wmox @ ¥ CD : GD - O
J}_ Relative Move X o mm 2Y @ mm 2Z o mm 2R o =
J}_ Relative Move 2X o mm &Y o mm 2Z @ mm 2R o -
VSRS 200 34 o ¥4 o Lk o J  transition point

Figure 5.44 Moving to the transition point

Step 7: Judge whether the keywords of the speech recognition result
include "water", as shown in Figure 5.45.
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start English » voice recognition, continued for o second

if Does string  speech recognition results ~ contain then

L wmpox @ v EXD - & r ©

J}_ Relative Move 24X o mm &Y @ mm 2Z o mm 2R o -
.J:}:_ Relative Move 24X o mm &Y ° mm &Z @ mm 2R o -
22 wmox @D @ 2 @ - @

Does string  speech recognition results ~ contain then

Figure 5.45 Judging whether the keywords of the speech recognition result include "water"

Step 8: Grab the water cup. Move to the position in front of the cup, and
grab it, as shown in Figure 5.46.

start English v woice recognition, continued for e second

if Does sinng  speech recognition results  contain then

22 oo @ v CD - €D < O
J}_ Relative Move =X o mm &Y @ mm &7 o mm 2R o i
-{L Relative Move =X o mm &Y o mm &7 @ mm 2R o =

.JumpTox@YZRo

A
J}_ Relative Move =X o mm &Y @ mm &7 o mm 2R e =
J:L Relative Move 24X o mm &Y o mm &Z @ mm 2R o =

Figure 5.46 Grabbing the cup
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Step 9: Move the robotic arm to the transition point (200, 0, 140 and 0),
as shown in Figure 5.47.

stat English * voice recognition, continued for o second

Does stnng  speech recognition results  contain Qi then

wmpTox ) v ELD - &) » ©

Retative Move =X () mm =v @) mm =z @) mm :r @) -
Relative Move =X () mm oy @) mm 2z @) mm -r @ -
wumpTox @) Y €D z €Y = ©

Does sting  speech recognition results  contain then

wmpTox EX) v CD z €B) = ©)

Retative Move =X () mm =v @) mnm -z @) mm :r @) -
Relative Move =X () mm v @) mm -z @) mm -r @) -
wmpTox E) Y €Y z €Y = ©

Figure 5.47 Moving to the transition point

Step 10: Move the robotic arm to the placement point (266, -75.3, and
-71.8), as shown in Figure 5.48.

123



when

if

clicked

Does string speech recognition results  contain then

JumpTu)(e Y z R o

Relative Move X o mm &Y @ mm &7 o mm 2R o =
Relative Move 2X o mm &Y o mm &7 @ mm 2R ° °
JumpTax@ Y o z @ Ro

Does string speech recognition results  contain @ then

JumpToX@ Y Z R o

Relative Move =X o mm &Y @ mm &2 o mm 2R o i
Relative Move =X o mm &Y o mm &7 @ mm 2R o =
.JumpTax@ Y o z @ Ro

@D @D~ O

Figure 5.48 Moving to the placement point

Step 11: Place drink. Design how the robotic arms put drink, as shown in

Figure 5.49.

2 1rox @D v €D - @D < O

"

Relative Move 2X o mm &Y o mm &7 e mm 2R o =
Relative Move aX @ mm &Y o mm &7 o mm 2R o =
Jump To X Y o Z @ Ro

Figure 5.49 Placing the drink

Step 12: Repeat the execution and integrate the program, as shown in

Figure 5.50.
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start English + wvoice recognition, continued for o second

if Does siring  speech recognition results ~ contain {gelsjjs=] then

22 wnorox @) ¥ €D @D = O

Does siring  speech recognition results  contain QUEIES then

Figure 5.50 Smart bar counter program

= n mm o mm o mm o omm or omm or o Em or o Em R Em R Em R Em o Em o mm s Em o5 oEm o= oEm o

. \
@ i
; After the program is run, which problems do you find? ’

. — L] — L] — - — - — - — L — - — L] — L] — L] — - — - — - — L — - — L]

Step 13: Prevent the robotic arm from repetitively placing drink. Place
drink only when getting the speech input of drink. Take all information as
a condition for judging whether to place drink, as shown in Figure 5.51.
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Does siring  speech recognition results  contain or Doessling speech recognition results  contain @ then

Figure 5.51 Judgment condition of all information

Step 14: Integrate the program, as shown in Figure 5.52.

start English * wvoice recognition, continued for o second
if Does siring speech recognition resufis  contain ar Does siring speech recognifion resultis  contain @ then

Does siring  speech recognition resulis  contain then

J}_ Jump To X o Y z R o

J:L Relative Move X o mm &Y @ mm 27 o mm 2R o =
J:'__ Relative Move =X o mm &Y o mm £Z @ mm &R o =
LY JumpTox @ v o z m R o

Does siring speech recognition resulis  confain kG then

Jl Jump To X Y z Ro

J:L Relative Move £X o mm &Y @ mm 27 o mm 2R o =
J}- Relafive Move »X o mm Y o mm &2 @ mm 2R o s
Y JumpTox Y o z m R o

22 om0 €@ €D - €D ~ @
J}_ Relative Move X o mm =Y o mm 2Z e mm 2R o =
J:‘L Relative Move X @ mm &Y o mm 27 o mm 2R o

Figure 5.52 Smart bar counter modified
3.  Summary

(", )

(1) The applications of the speech recognition technology in this
experiment:

(2) The steps to design the smart bar counter:

U J
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4. Self-Assessment

Check the completed content in the experiment task. Tick ( v) the

completed items, and circle (()) the uncompleted items.

Assessment Content

Completion
Status

I’'ve known the speech recognition technology

I've programmed the bar counter assistant design
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s \/
Experiment 6 * Q‘}

Auto Order Pickup and
Purchase in Supermarket

Team Name: Team member: Date:

Overview

(What do you think a smart supermarket is like? How do you check, select\
and purchase commodities in it? In this experiment, we conduct some
simple design, involving two tasks. Task 1 is about "query of commodity
information”, which is to store commodity information in the list to help its
query and modification. Task 2 is about "auto commodity pickup", which
is to allow the robotic arm to automatically select commodities through

kthe character recognition technology. j

Objective

=

Master the basic operations of the sprite in the interface by completing
task 1 "query of commodity information”..

2. By completing task 1 "query of commodity information”, understand how
to use the list.

3. Master the optical character recognition (OCR) instruction by designing
the "auto commodity pickup" system.

4. By designing the "auto commodity pickup"” system, understand how to
use the nested structure.
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Equipment

Equipment Picture Name Quantity
Dobot Magician Lite 1
Robotic arm
-

g Suction cup kit 1
> “7 Camera 1

| T] o
Type-C cable 1
Power adapter 1

CHOC |cHOC |C
OLATE | OLATE
BISCUIT
_ o -
o~ ey

ve| ¥4
L |

Commodity

A certain number

I Chocolates

| honey peach

Card

A certain number

»  Take care when using electricity.
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»  Before the experiment, check whether the experimental equipment is
complete and intact. If there is any omission or damage, please report to
the teacher.

»  Any specific operations in the experiment should be performed according
to the experiment manual. If you have any questions, please promptly
ask the teacher.

»  During the experiment, the joints will start to work as the robotic arms are
powered on. In that case, do not move the joints of the robotic arms hard
if you do not press the unlock key.

»  Report any device fault during the experiment to your teacher in a timely
manner, and do not handle it yourself.

»  Arrange all devices after the experiment. You shall not leave the lab
before check by the group leader.

This task is to store the information of supermarket commodities in the list to
help staff query and update it.

1. Analysis

Analyze the steps to store commodity information in the list. Then, fill in
the blanks in the table below according to the prompts and your analysis.

Step 1: Enable DobotScratch, and switch to the Sprite interface from the
Device interface.

Step 2: Delete the default sprite on the stage.
Step 3: Create lists, and nhame them commodities.

Step 4:

(As per the prompts, fill in the remaining steps.)

2. Steps

Step 1: Enable DobotScratch software, and switch to the Sprite interface
from the Device interface, as shown in Figure 6.1.
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Q@oosor B~ Fe  Ew e Scratch Project

@ Motion
P - © -
Pay | - - © |
< /}j @ Events
<= @ o

Qoo P I )

"

Show (@ @ Stage @ vy Blocks

Sprite  sprite1
X -0 size 100 =
Y o Dirsction 90

Figure 6.1 Sprite interface

Step 2: Delete the default sprite "Magician Lite", as shown in Figure 6.2.

Device Sprite

: ;7 Show D Stage

sprite1

Sprite  sprite1

X =10 Size 100 Backdrops1

Y 0 Direction 90

Figure 6.2 Selecting the "City Bus" sprite

Step 3: Click the Variables tab, and select the "Make a List", as shown in
Figure 6.3.
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New list name:
»= Code

biscuit
. Motion Variables
Make a Variable ® For all sprites ~ © For this sprite only
. Looks
Make a List Cancel n
. Sound

Figure 6.3 Creating a list

Q

equivalent to a queue, is usually used in the same class of variable
group.

List: It can be understood as a set of variables. The list,

Step 4: Name the first list biscuit. For changes in the stage area and the
block area after the list creation, as shown in Figure 6.4.

@ouor ©- e e
~® ] 2

& Costumes @ Sounds

-

Sprite  sprite1

X -0 Size 100

Y o Direction 90

&= 0

Figure 6.4 Changes in the stage area and the block area after the list creation

Step 5: Click the plus sign in the lower left corner of the channel list to add
the commodity information, including the price, the inventory and the
model, as shown in Figure 6.5.
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N ®

biscuit
1
:
;

length3 =

Figure 6.5 Adding the commodity information

Step 6: Create another three lists in the same way, name them chocolate,
bubble gum and bread respectively, and add the commodity information,
as shown in Figure 6.6.

N®

biscuit chocolate bubble gum bread

.y inventory:500 BN inventory:500 Y inventory:504 inventory:500
kYl model:B660 <N model:A880 £ model:C557 [} model:D775

+ length3 = '+ |ength3 = 4
g length 3 + lengthd =

Figure 6.6 Creating three lists and adding the commaodity information

Step 7: Hide the list on the stage. Click button, as shown in Figure 7.

133



LY
~eo aoE
chocolate bubble gum Variabl
Control auaes
Y e o JRY e 2o | ®
: e ke Veraie
T - @ crs
Make a List
. Variables
.Sensmg
length 3 = s length 3
O Events bubble gum
.MDUD” add QUL to  biscuit v

Figure 6.7 Hiding the list on the stage

Step 8: Draw the new sprite. Click the "paint" icon, as shown in Figure 8.
In the drawing sprite area, click the Text icon to edit the "query of
commodity information”, and click the character color, as shown in Figure

6.9.

Device

Sprite

Show

IC)

Sprite  Magician Lite
X -79 Size 0
Y 1 Direction 90

Stage

Backdrops1

Figure 6.8 Drawing
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Fill . M Sans Serif -

i\ b 4
oGl e »

guery-of -commodity- information

O N &

Figure 6.9 Drawing the sprite

Step 9: Set the size of "query of commodity information”, as shown in
Figure 6.10.

»*
®
T
o)

query-of commodity information

D\ﬁ'\u

Figure 6.10 Setting the size of the sprite

Step 10: Return to the code area, and start to write the program. As you
press the a key, the interface hides the sprite "query of commodity
information" and displays the list biscuit. In that case, you can query and
change the biscuit information. Figure 6.11 shows the piecing mode.
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show list  biscuit «

Figure 6.11 Querying the biscuit information

Step 11: Press the b key. Then, the interface hides the sprite "query of
commodity information” and displays the list chocolate. In that case, you
can query and change the chocolate information. Figure 6.12 shows the
piecing mode.

-

show list  chocolate «

Figure 6.12 Querying the chocolate information

Step 12: In the same writing way, query and change the information on
bubble gum and bread. Figure 6.13 shows the piecing mode.

- s

hide

show list bubble gum show list bread -

Figure 6.13 Querying the information on bubble gum and bread
Step 13: Press the space key. Then, the interface hides all commodity
information, and shows the sprite "query of commodity information”.

Figure 6.14 shows the piecing mode.
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when space v  key pressed

show list  biscuit =
show list bread «
show list bubble gum -

show list chocolate =

Figure 6.14 Showing the sprite "query of commodity information”

3. Summary

4 )

(Summarize the knowledge learned from this task)

. _/

4. Self-Assessment

Check the completed content in the experiment task. Tick (V) the

completed items, and circle (()) the uncompleted items.

Completion

Assessment Content
Status

I've created a list

I've created four lists

I've added the commodity information

I've programmed the "query of commodity information"
system
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Task 2: Design the Auto Commodity Pickup

Auto commodity pickup based on the OCR technology allows the robotic arm
to select the right commodities by recognizing the characters on the card.

1. Analysis

Analyze the steps to design the auto commaodity pickup by the robotic
arm based on the OCR technology. Then, fill in the blanks in the table
below according to the prompts and your analysis.

(Step 1: Prepare Hardware. \
Step 2: Program: Initialize “Ghther images and recognize
characters —>
\ (As per the prompts, fill in the remaining stepsD
2. Steps

(1) Prepare Hardware

Step 1: Prepare the experiment equipment, power on the robotic arm,
and connect it to the computer.

Step 2: Set the equipment to its proper position, as shown in Figure 6.17.

I -
© Commodity 2 |
I .

I .
+ Commodity 4 |
| .
L 7/ * = em e - /

OCR Area

Figure 6.17 Placement position
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(2) Design Program

Step 1: Analyze the steps to allow the robotic arm to automatically select
commodities through the OCR technology. Then, draw the program flow

chart, as shown in Figure 6.18.

Initialize the
variables

v

Set the end effector
as suction cup

Initialize the position
of the robot’s end
effector

Voice broadcast as a

A

reminder

I

Gather images and
recognize them

If it is recognized on the
commodity list?

Voice broadcast "Sorry,
we don't provide such

commodity”
Voice broadcast for
Ture .
False restocking
Ture Ture
If it is recognized as the commodity i Grab C dity 1 Record/update the
Commodity 1 on the list? still in stock? rab Commodity | commodity quantity
Voice broadcast for
False .
False restocking
If it is recognized as Ture the commodity i Ture . Record/update the
Commodity 2 on the list? still in stock? Grab Commodity 2 | commodity quantity
Voice broadcast for
False .
False restocking
Ture
If it is recognized as Ture the commodity i Grab C dity 3 Record/update the
Commodity 3 on the list? still in stock? rab Commodity | commodity quantity
Voice broadcast for
False .
False restocking
Ture
If it is recognized as Ture the commodity i Grab C dity 4 Record/update the
Commodity 4 on the list? still in stock? rab Commodity | commodity quantity

False

Figure 6.18 Realization flow
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Step 2: Create four variables to represent the quantities of four kinds of
commodities sold, and set each of the four variables to 0, as shown in
Figure 6.19.

Figure 6.19 Setting the initial values of the four variables to 0

Step 3: Set the end effector as "suction cup”, and initialize the position of
the end of the robotic arm, as shown in Figure 6.20.

o/ Select End Eflector - Suction Cup =

AT S P 1771 R 45 JA 610 ¥ 1.4

Figure 6.20 Setting the end effector and the position of the end of the robotic arm

Step 4: In this experiment, allow the robotic arm to automatically select
commodities through the OCR technology. Therefore, surely collect the
images with characters, broadcast the speech prompt, set the
photographing position and take pictures, as shown in Figure 6.21.
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wrpToX @AY ¥ @B z R
Evsenildezileanbll Hello, welcome to the candy store

22 o D) €@ - €@ = @

Timeout o 5 to take picture

Figure 6.21 Broadcasting the speech prompt, setting the photographing position and
taking pictures

Step 5: Create a list, set the list name to commodity, and store the
commodity name in this list, as shown in Figure 6.22.

commodity

(B watermelon
yA Grape
K8 honey peach

¥ Chocolates

+ length 4

Figure 6.22 "Commodity" list

Step 6: Recognize the characters on the image, and judge whether the
commodity list contains the recognized commodities, as shown in Figure
6.23.
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/% Select End Effector  Suction Cup =

J}_ Jump To X QKA Y@ z R 0
BVl e Hello, welcome to the candy store

Evsulvnziesinbll Please select the product and place the card under the camera

2 o ED D @ = @

Timeout o s 1o take picture

if commodity » contains OCR recognize piclure  Piclure words 2 _fihen

Figure 6.23 Setting the judgment condition

Step 7: Find the name of a recognized commodity in the list. This
indicates that the commodity is available for sale in the candy store. In
that case, you can sell it by taking it by the robotic arm. Otherwise, it is
unavailable in the store, and the system broadcasts the speech message
"Sorry, but this shop does not have this commodity". Figure 6.24 shows
the programming mode.

b
A wmox G v @ - CD < @
Eessel bW Hello, welcome to the candy store

2 ox ED @ - @ < @

Timeout e s to take picture

if commedity *+ contains OCR recognize piclure  Piclure words ? _ihen

else

e GELERTL Sorry, but this shop does not have this commaodity
‘wait e seconds

Figure 6.24 Broadcasting the speech message "Sorry, this shop does not have this
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commodity"

Step 8: Have four cases if the list contains the recognized commaodity.
Case 1: If the recognized result involves commodity 1 in the list, the
robotic arm grabs it, as shown in Figure 6.25.

commodity * contains OCR recognize picture Picture words ? _then

Does siring OCR recognize picture  Piclure words confain  item o of commodity =

Eocsellvp=llenisll Please wait while the robot picks up
wait e seconds

3 JumpTox @Y 1.7 e o
£} suctioncup ON

22 o G + €D €D ~ €D
£} sucionCup OFF v

change iw byo

s, QPR
wait osemms

esselenzb eEinn il Sormy, but this shop does not have this commodity

Figure 6.25 Case 1

o _— L] — ] _— L] — ] _— L] — ] _— L] — ] _— L] — ] _— »

r N
I = Here, insert "if...then" into the "if...then...else" block. This is a |
= nested branch structure. Do you have any questions about the variable )
| i? For example, how does "-2-i x16" appear? Why do we "increase i by I
. 1"? Next we will answer these questions. ’

\ .

¢ — ] — L] — ] — L] — ] — L] — ] — L] — ] — L] — ] /

Step 9: Observe Figure 6.26. Add the "if...then...else" block to judge
whether the variable i is greater than 2 (supposing that here are only
three pieces of commodity 1). If yes, by default, the commodity is sold up,
with a speech message being "Watermelon candy needs to be
replenished". Otherwise, commodity 1 (watermelon candy) is still
available, and can continue to be sold.
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commodity *+ contains OCR recognize picture Picture words 2 _then

R LTOEL DN Watermelon candy needs to be repleniahedJ

wait e seconds

else

EEE T pEG S0l Please wait while the robot picks up

wait emms
L aumox @D VED: Q@

4 sucioncup ON -

21, o rox G €D €D + €D

/Y sucioncup OFF =
-

change i~ by o

LR GEL SO D Please pay 2 yuan, thank you, welcome to visit next time!

else

Q From step 9, we know the variable i denotes the quantity of |
commodity 1 sold. If there are a total of three pieces of commodity 1
and the initial value of i is 0, "-2- i x 16" becomes the calculation
formula of the Z coordinate of commodity 1(wherein 16 denotes the
height of the commodity). With the sale of a piece, i increases by 1. As
i is 2, this calculation result corresponds to the final piece; as i
increases to 3, the system broadcasts th speech message that the |
shop needs to replenish goods. ‘

\ /

L ]
— ] — L] — ] — L] — ] — L] — ] — L] — ] — L] —_— °

Step 10: Add the repetitively executed blocks, and Figure 6.27 shows the
programming mode.
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if commodily =  contains  OCR recognize piclure  Piclure words 7 lhen

then

l Please wait while the robat picks un

Figure 6.27 Repeating the execution

’ ] _— L] — ] _— L] — ] _— L] — ] _— L] — ] _— L] — ] _—

&

involves commodity 1. For other three cases, you can independently
program them in the same way. Note that different commodities have
different X, Y and Z coordinates. So we need to fix the point once again
and change the calculation formula of Z coordinate "--2-i x 16".

L4

The above program is to solve the case where the recognized result
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3.  Summary

4 )

K(Summarize the knowledge learned from this task) j

4. Self-Assessment
Check the completed content in the experiment task. Tick (V) the

completed items, and circle (()) the uncompleted items.

Completion

A men nten
ssessment Content Status

I've initialized the "auto commodity pickup” system

I've designed the speech broadcasting message of the
"auto commaodity pickup” system through programming

I've collected and recognized the image in the "auto
commodity pickup" system through programming

I've judged the OCR recognition result

I've programmed the entire "auto commodity pickup"
system
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Experiment 7* \

Auto I\/Iedlcme Vendlng
Robot :

Team Name: Team member: Date:

Overview

(In this experiment we simulate the auto-medicine vending robot system in\
smart mall. Through this system, users can choose and purchase
medicines themselves (users have four choices in this experiment: cold
medicines, fever medicines, headache medicines and anti-inflammafory
medicines) from the computer screen. Then, the robot picks up medicines,
and users pay through face recognition payment function. From this
experiment, students will experience the comprehensive application of
face recognition, human-computer interaction and communication

Ktechnologies. j

1. Understand the method of drawing the sprite by making the operation
interface of auto-medicine vending robot.

2. By making the operation interface of auto-medicine vending robot,
understand how to make the stage backdrops.

3. Know the "broadcast message" instruction well by programming
auto-medicine vending robot.

4. By programming auto-medicine vending robot, experience the
communication technology between the robot and the computer.

5. By programming auto-medicine vending robot, experience the application
of the face recognition technology.
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Equipment

Equipment Picture Quantity

Dobot Magician Lite
Robotic arm

USB Type-C
interface cable

Suction cup

Power adapter

Camera

Medicine box

Requirements
>

Take care when using electricity.

Before the experiment, check whether the experimental equipment is
complete and intact. If there is any omission or damage, please report to
the teacher.
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»  Any specific operations in the experiment shall be performed according to
the experiment manual. If you have any questions, please promptly ask
the teacher.

»  During the experiment, the joints will start to work as the robotic arms are
powered on. In that case, do not move the joints of the robotic arms hard
if you do not press the unlock key.

»  Report any equipment fault during the experiment to your teacher in time.
Do not handle it by yourself.

»  Arrange all devices after the experiment. You shall not leave the lab
before check by the group leader.

If customers want to purchase medicines from a store with auto-medicine
vending robot, the store will provide an operation platform. Thus, customers
can select medicines and pay. Next, let's make the user operation interface.

5. Observation

Observe the user operation interface demonstrated by the teacher, and
analyze which Sprites and elements you need in making such interface:

The Sprites and elements of the user operator interface include: medicine
picture, medicine name, commodity selection button, and so on.

6. Steps

Step 1: Enable DobotScratch software, click Sprite, and delete the
Magician Lite Sprite on the stage. Click Stage, and select Backdrops to
draw the backdrops, as shown in Figure 7.1.
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@mﬂm @~ Fle  Ean
~Ne

&f Backdrops

Figure 7.1 Selecting the stage backdrops

Step 2: Draw the medicine label in the stage backdrops. Click the text
icon in the toolbar, and enter "cold medicine" on the stage, as shown in

Figure 7.2.
(N
J o
“W T
7/ O cold medicine
O

Figure 7.2 Drawing the medicine label

Step 3: Repeat the same step to draw "fever medicine", "headache
medicine" and "anti-inflammatory medicine" labels, as shown in Figure
7.3.
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x

J o

a

/ O cold medicine headache medicine
O

fever medicine anti-inflammafory medicine

Figure 7.3 Drawing other medicine labels

Step 4: Click the selection icon in the toolbar, and then click and hold the
medicine label to drag it to a proper position. Note that sufficient space
needs to be left for placing a picture under each label, as shown in Figure
7.4.

L N
‘I b cold medicine headache medicine
a
fever medicine Ertniammarory medicng
/ @) ® Y G |
L8]
O

Figure 7.4 Dragging the medicine label

Step 5: Draw the label that displays the total cost of the medicines
purchased, as shown in Figure 7.5.
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b cold medicine headache medicine

T

'e) fever medicine anti-inflammafory medicine

R
4

&

/

O

total cost yuan

Figure 7.5 Drawing the label of total cost

Step 6: Download the pictures of four medicines from Internet, and put
them in a folder, as shown in Figure 7.6.

cold medicine.png headache medicine.png fever medicine.png anti-inflammafory medicine.png

Figure 7.6 Downloading the medicine pictures

Step 7: Upload the medicine pictures. Click Sprite, move the cursor to
the little bear icon in the lower left corner, and choose Upload Sprite.
Find the folder for storage of medicine pictures, select and open a picture
inside. Then, upload it, as shown in Figure 7.7.

@oosor @ e Eae vep Scratch Project

@of vt » ThisPC > Deskiop > medicine v O | Searchmedicine o
@ Ouaniser  Newfolder =- m @
° | = Dpeskop @l = .
& Downloads i) i | | — g T anar s B
@ ) Documents » Ny b | | Al a8~
= Pietures .
3 anti-infiammafor coln tever headache
uan . S4 2020-04 y medicine.png medicine png medicine.png medicine.png
.; Demo - Siaver
DOBOT Magi 4
@ s DOBOT Magi
o] & OneDn
2 ®:
1 mmsrc
"
d o Newwork -
Backdrops1 Al T o
| Qpen Cancel
%
' 5

L& =]Q
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N O O m 3

cold medicine headache medicine
(9] AR aze ssereer @
ey
fev ﬁ'f'#&ﬁm iti-inflammafory medicine

Mty ~ o on=rens

\/— yuan

Figure 7.7 Uploading the medicine pictures

Step 8: Set the size of the sprite. Select the cold medicine from the sprite
list, and set the size to 15, as shown in Figure 7.8.

N @ D M
"2
cold medicine headache medicine
fever medicine anti-inflammafory medicine
G Tesass
total cost yuan

Device

O
=

cold m...

Show . D SO

Sprite  cold medici...

X -83 Size 20 Backdrops1

Y -20 Direction 90

Figure 7.8 Setting the size of the sprite

Step 9: Drag the sprite on the stage. Click and hold the cold medicine
Sprite on the stage to drag it to a position under the cold medicine label,
as shown in Figure 7.9.
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N @ O @ R

cold medicine headache medicine
i mmremc
fever medicine anti-inflammafory medicine
total cost yuan

Figure 7.9 Dragging the cold medicine sprite

Step 10: Repeat the above steps to upload the pictures of the other three
medicines and drag them to positions under their respective medicine
labels, as shown in Figure 7.10.

N @ O m X
cold medicine headache medicine
L " smium: -vi-;ﬂ'
fever medicine anti-inflammafory medicine
= CES
total cost yuan
Device Sprite

Show . 2] =g

Sprite  headache ...

— ] )
7 X 138 Size 20 Backdrops
headac..

Y 62 Direction 920

anti-infl

o

Figure 7.10 Uploading the pictures of other medicines
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Step 11: Define the variable total to represent the total cost of the
medicines purchased, and apply it to all sprites, as shown in Figure 7.11.

I
. Motion Vari
——— r New Variable x
. Looks L

@ souna | New variable name:

— My
. Events : toIaI

. Cantrol .
- ® For all sprites] © For this sprite only
. Sensing

. Operators Cancel n

. Variables
@ v Biocks ‘

Figure 7.11 Defining the variable total

Step 12: Hide the name of the variable on the stage. Right-click the
variable total display box on the stage, and select the large readout
option, as shown in Figure 7.12.

N O nmx M@ 0 M 2
total N n

normal readout

cold me headache medicine cold medicine headache medicine
large readout L
i nad .__“__z i e i “eegeiref
i L] 4
s slider - \—m £

fever me anti-inflammafory medicine || fever medicine anti-inflammafory medicine
-~ CE -~ B
total cost yuan total cost yuan

Figure 7.12 Hiding the name of the variable

Step 13: Move the variable display box to the cost label, as shown in
Figure 7.13.
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NO oo

LAl

cold medicine headache medicine

- 7

fever medicine anti-inflammafory medicine

——
total cost [Vl yuan

Figure 7.13 Moving the variable display box

Step 14: Make the Select Commodity functional button. Click the little

bear icon in the lower left corner, and select the drawing icon, as shown
in Figure 7.14.

Device Sprite
Show (@ @ Saos
Sprite | Name

X S Size Backdrops1

Y y Direction

Figure 7.14 Drawing the new sprite

Step 15: Click the Circle option in the toolbar to draw an ellipse button, as
shown in Figure 7.15.

Figure 7.15 Drawing the ellipse button
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Step 16: Click the text option, enter "select commodity" on the ellipse
button, and fill the font with black, as shown in Figure 7.16.

sanssent °

[ S
J o

sB

/ O
D o

Figure 7.16 Drawing the "select commodity”

Step 17: Click and drag the "select commodity" button on the stage to a
proper position, and change the sprite name of the button to "select
commodity”, as shown in Figure 7.17.

N O m X
cold medicine headache medicine
i 74
fever medicine anti-inflammafory medicine
.:'-‘n-
’._. = e

total cost ] vyuvan

Show a D Stage

X -185 Size 50 Backdrops1

Y -126 Direction 90

Figure 7.17 Drawing the button name
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Step 18: Repeat the same steps to make a Checkout functional button,
as shown in Figure 7.18.

Figure 7.18 Drawing the "checkout" button

Step 19: Save the program, and name it "Auto-Medicine Vending
Robot.sb3".

7. Conclusion

(1) The steps to draw the stage backdrops:

(2) The steps to draw the new sprite:

(3) How do we modify the position and size of the sprite on the stage:

8. Self-Assessment
Check the completed content in the experiment task. Tick () the

completed items, and circle (()) the uncompleted items.

Completion

Assessment Content
Status

I've known how to modify the position and size of the sprite

I've made the user operation interface of the Auto-Medicine
Vending Robot system.
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Task 2: Compile the Script of Each Sprite

After designing the user operation interface, we continue to consider how each
sprite is logically related to each element in the interface. Next, let’s program
each sprite and element in the operation interface.

1.

2.

Observation

Analyze the steps to program each sprite as per the functional
requirements of the Auto-Medicine Vending Robot system.

(When the "select commodity" Sprite is clicked, the Auto-Medicine Vending N

\_ J

Robot system should:

When the "cold medicine" Sprite is clicked, the Auto-Medicine Vending Robot
system should:

When the "checkout" Sprite is clicked, the Auto-Medicine Vending Robot
system should:

Steps

Step 1: Compile the script of the "select commodity" sprite. Compile the
flow chart, as shown in Figure 7.19.

‘ Start ,

.
Ll
Y

y

If the role “select a commodity” is
clicked?

Send the information
“select a commodity”

Figure 7.19 Script flow of the "select commodity" sprite
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Step 2: Open the "Auto-Medicine Vending Robot.sb3" file, and click the
"select commodity" sprite in the sprite list to compile the script, as shown

in Figure 7.20.

Figu

Step 3: Judge

Show D ==
Sprite  select com...
X -185 Size 50 Backdrops1
Y -126 Direction 90

O

re 7.20 Selecting the "select commodity" sprite

whether the "select commodity” is clicked. Click the

Events tab, drag the "when this sprite clicked" block to the code area, as
shown in Figure 7.21.

<& Costumes

@ otion Events
@ sounc ‘_\ - ‘:]
o | S
@ orerators ‘_7\ /[_] T“/‘
| e
o
Figure 7.21 Judging whether the sprite is clicked

Step 4: Click the Events tab, and draw "broadcast message" to the code

area, as shown

in Figure 7.22.
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. Motion
. Looks
. Sound

Control

F Y .
) Sensing
L g

. Operators

'
) Variables
L

@ vy Blocks
o Control

Figure 7.22 Broadcast message instruction

Step 5: Compile the message to be broadcast as the "select commodity"”
sprite is clicked. Click the option box in the "broadcast message" block,
select the new message, and write its name as "select commodity", as
shown in Figure 7.23.

Figure 7.23 Creating the broadcast message

Step 6: Broadcast the "checkout" information by the "checkout" sprite
when you click the "checkout" button, as shown in Figure 7.24.

Figure 7.24 Script of the "checkout" sprite

Step 7: Compile the script of the "cold medicine" sprite. Only when
receiving the "select commodity" message, users can select the cold
medicine sprite. Select the "cold medicine" sprite, click the Events tab,
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drag the "when | receive..." block to the code area, and set the received
message to "select commodity", as shown in Figure 7.25.

. Motion Events
. Looks [
. Sound
-
@ contral
'Cj' Sensing
N F4
10
. Operators

':_7:' Variables

@ vy Blocks

Figure 7.25 Receiving the "select commodity” message

Step 8: Design the amplification function of the medicine picture. After a
medicine is selected, its picture will become large if the picture touches
the mouse pointer in the detection; otherwise, the picture remains the
same size. Click the Sensing tab, and find the "touching mouse-
pointer?" block. This block can judge whether the sprite touches the
mouse pointer. Click the Appearance tab, find the "set size to..." block,
and modify the parameter of this block to set the size of the sprite, as
shown in Figure 7.26.

set size to @ %
set size to @ %

Figure 7.26 Picture amplification function

Step 9: Judge whether the mouse has clicked the "cold medicine" sprite.
If yes, the system broadcasts the message of "cold medicine”. In that
case, the total cost increases by 10. Click the Sensing tab, and find the
"mouse down?" block, which can monitor whether the mouse is pressed,
as shown in Figure 7.27.
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it touching mouse-pointer + ? _then

setsizeto (@) %

if mouse down? . then l

broadcast cold medicine «
change total » by @I

ese

setsizeto (@) %

Figure 7.27 Monitoring whether the mouse is pressed

Step 10: One second after every mouse operation, detect whether the
user presses the mouse down once again. This is to prevent the program
from repetitively detecting the mouse operation, as shown in Figure 7.28.

if fouching mouse-pointer » 27 ihen

set size to @ %

i mouse down? _ then

broadcast cold medicine «

change foial v by o

else

setsizeto @) %

Figure 7.28 Setting the detection of the time for pressing the mouse

Step 11: Prohibit the "cold medicine" sprite from being selected by the
user when the sprite receives the "checkout® message. Drag out the
"when | receive..." block, and set the message to "checkout". Then, click
the Control tab, drag the "stop all" block to connect the "when | receive
‘checkout™ block, and switch to "stop other scripts in sprite” from "stop all”,
as shown in Figure 7.29.
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Torever

if touching mouse-pointer » 7 then

if mouse down? then

broadcast  cold medicine »

change fotal = byo

else

set size to @ %

Figure 7.29 Program banning the sprite from being selected

F ] —_— [ ] — ] —_— [ ] — ] —_— [ ] — ] —_— [ ] — ] —_— [ ] — ] —_— [ ]

*

when | receive  checkout -

stop  other scripts in sprite =

this script

other scripts in sprite

The "stop all scripts” block offers three modes: "stop all scripts”,
‘- "stop this script”, and "stop other scripts of this sprite”. The "stop
all scripts" block is to terminate all scripts of all sprites; "stop this
script” is to terminate the script of this block; "stop other scripts
of this sprite” is to terminate the scripts other than the script of
this block.

ﬁl—l—l/

Step 12: Compile the scripts of other three medicine sprites, and set the
prices of the three scripts to 20, 30 and 40 respectively, as shown in
Figure 7.30.

when | receive  select commodity =

if

touching mouse-pointer » 2 ihen

set size to @ %

if mouse down? _ then
—

broadcast fever medicing -

change total v by @ I

wail o seconds

else

set size o G %

when | receive checkout

stop other scripts in sprite

Script of the "fever medicine" sprite
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when | receive  select commodity « when | receive  checkout »

stop  other scripts in sprite »

touching mouse-pointer » ? _ then

set size to @ %

if mouse down? then

—

broadcast headache medicine -

change total + by @) .

Script of the "headache medicine" sprite

when | receive  select commodity « when | receive  checkout =

stop  other scripts in sprite »
touching mouse-pointer » 2 _ then

set size to @ %

if mouse down? then

—

broadcast  anti-inflammafory medicine -

wait seconds

Script of the "anti-inflammatory medicine" sprite

Figure 7.30 Scripts of other medicine sprites

Step 13: Save the program.
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3. Conclusion

receive the message" instruction,

((1) The broadcast message instruction for the sprite include: "WhenI\

(2) The mouse detection instruction is:

(3) The instruction of setting the size of the sprite is:

\_

Y,

4. Self-Assessment

Check the completed content in the experiment task. Tick (V) the

completed items, and circle (()) the uncompleted items.

Assessment Content

Completion
Status

I've learned the broadcast message instruction

I’'ve learned the mouse detection instruction

I've learned the instruction of setting the size of the sprite

I've compiled the program script of each element and sprite in
the user operation interface.

Task 3: Take Medicines and Pay

We have made the operation interface from which customers select medicines.
Next, we will complete medicine pickup and payment. In this task, after a user
selects a medicine, we will rely on the robot to give the medicine to him. The
user will pay through face recognition technology. Then, let's complete such

two processes.

1. Observation

Observe the entire medicine purchase process demonstrated by the
teacher, watch and analyze the medicine pickup and payment, and

record their important steps.
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rWhen the "cold medicine" Sprite is clicked, the robot should:

When the "fever medicine" Sprite is clicked, the robot should:

When the "purchase" Sprite is clicked, the robot should:

.

2. Steps

Step 1: Design the experiment map, as shown in Figure 7.31.

1 medicine pick

up area ,

" Em o s o Em o mm

Figure 7.31 Scripts of other medicine sprites

Step 2: Compile the flow chart of medicine pickup and payment by
Magician Lite robotic arm, as shown in Figure 7.32.
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Initialize the position of
the robotic arm

!

Initialize total as zero

The robotic arm moves to
the cold medicine —>
placement area

If “cold medicine” message is

The suction cup sucks the The robotic arm moves to
received? n

medicine the medicine pick up area —» Release the suction cup

The robotic arm moves to
the fever medicine  |——
placement area

If “fever medicine™ message is
received?

The suction cup sucks the The robotic arm moves to

medicine the medicine pick uparea [ | Release the suction cup

The robotic arm moves to i

-~ The suction cup sucks the The robotic arm moves to

the headache medicine medicine the medicine pick up area
placement area

“headache medicine” message

received? > Release the suction cup

The robotic arm moves to
the anti-inflammatory ~ |——
medicine placement area

If “anti-inflammatory medicine™

The suction cup sucks the » The robotic arm moves to
message is received?

medicine the medicine pick up area Release the suction cup

Tumn on the camera to Reset the “total” variable

. o is received? —
If “checkout” message is received obtain face photos Scan face to pay to zero

Figure 7.32 Flow chart of the robotic arm program
Step 3: Enable DobotScrach, open "Auto-Medicine Vending Robot.sb3",
click Device, and add Magician Lite robotic arm.

Step 4: Compile the script of Magician Lite robotic arm. Initialize the
position of the robotic arm, and the variable total to 0, as shown in Figure
7.33.

2 e @D @ @ < @

Figure 7.33 Initializing the script

Step 5: Judge whether the robotic arm has received the "cold medicine"

message; if yes, control the robotic arm to grab a cold medicine, as
shown in Figure 7.34.
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when

L awumoxEPVEPz @R Q)

when | receive  cold medicine ~

Figure 7.34 Script of cold medicine pickup

Step 6: Judge whether the robotic arm has received the message of other
three medicines; if yes, the robotic arm grabs the proper cold medicine to
the medicine pickup area, as shown in Figure 7.35.

AR P 220 R o Bl 50 BY o
set price + luo

when | receive cold medicine v

L amox @ ED: @O

when | receive headache medicine +

L aumex @) ED: DO

/Y SuctonCup ON + /Y sucionCup ON =

J}._ Suction Cup OFF = j}_ Suction Cup OFF =

2w @ @@~ @

A aumoxEDEP: DO

when | receive fever medicine «

L awmnox @ v ED : €D RO
wait osamnm

-’_}_ Suction Cup ON =

wait o seconds

J}_ Suction Cup OFF =

wail osemnds
L aumoxEPEP: DO

‘when | receive  anti-inflammafory medicine «

-}:\z_ Jump To X (EEREE Y (ki ZRo
wait o seconds

A SuctionCup ON =

-

wait o seconds

A Suction Cup OFF =

wa'rtoseconds
L amoxE PO

Figure 7.35 Script of pickup of other medicines
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Step 7: Enable the face recognition payment function upon receipt of the
"checkout" message by the robotic arm. Edit the face data, and enter the
face data of customers. Add the Al module, click the Al tab, select the
"New face data", enter face data and compile the face label, as shown in

Figure 7.36.

‘9" Edit face data

@ Adding features and data

Integrated Camera (04ca 7070) ¥

Figure 7.36 Entering the face data
Step 8: Train the face recognition model, as shown in Figure 7.37.

e Test classification model

Integrated Camera (04ca 7070) ¥
John — 97.74%
Kelly 0.5%
Test
s

Figure 7.37 Training the face recognition model

Step 9: Compile the face payment script. Receive the speech message of
the total commodity cost, and then get the face picture of the customer,
as shown in Figure 7.38.

speech broadcasting  join (QUE]D join  price

L EET B GEL =T W Please face the camera, face payment

Timeout @ 5 to take picture

Figure 7.38 Getting the face picture
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3.

Step 10: Judge whether the face has been input into the data set of the
face payment system. If yes, payment succeeds; otherwise, a message
"payment failure" appears. In that case, use other payment methods, as

shown in Figure 7.39.

when I receive  checkout

speech broadcasting | join o prce ()
IR TR iccc face the camera, face payment

Timeout o s to take picture

i The class name of picture  Picture = or The class name of picture  Picture = (el then

PSR EE N Payment successiul

speech broadcasting jmn join The class name of picture  Piclure  join | price

E SR IZEN Thank you for your coming

else

B PSRN Payment failure
EE PEEEEN Please choose another payment method

Figure 7.39 Face payment script

Step 11: Clear the variable total upon payment, as shown in Figure 7.40.

‘when I receive  checkout =

speech broadcasting  join Join  price
BT el Flease face the camera, face payment

Timeout (§l) s to take picture

i The class name of picture  Picture ' = or The class name of picture  Picture = (G then

e R GELER G Payment successful
speech broadcasting | join join The class name of piclure  Piclure  join | price @
speech broadcasting (IR e R

else

speech broadcasting (S GEARET

B TEtE NN Please choose another payment method
o poe 0@

Figure 7.40 Clearing the variable total

Conclusion

r

(1)

(2) The steps to edit face data: collect face data,

(3) The face recognition instruction:

robotic arm: "when | receive the message" instruction,

The instructions about receiving and sending messages by th

test the face model.

~

e
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4. Self-Assessment

Check the completed content in the experiment task. Tick (V) the

completed items, and circle (()) the uncompleted items.

Assessment Content

Completion
Status

I've programmed the medicine pickup of the robot

I've programmed the face recognition payment
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Experiment 8 e

| S
: N<
Smart Checkout

K

Team Name: Team member: Date:

\

[Before leaving smart mall, we must pay for commodities purchased. Then,
how can we do this faster and more conveniently? In this experiment, we
quickly pay by scanning commodities, using the system to automatically
calculate prices and finally deducting fees through face recognition
technology. Next, we will complete automatic pricing and automatic

payment.
\_ )

Objective

A4

Understand the speech recognition technology and skillfully use the
speech recognition instruction by entering and recognizing the speech
and performing other speech operations.

» Use the character recognition instruction skillfully by recognizing the
characters on the picture and learning the OCR technology.

»  Understand how to apply the face recognition instruction by collecting
and training face data.

» Use the variable skillfully and grasp its basic logic operations by
calculating commodity prices and total purchase prices.

» Understand how to program automatic payment by using the branch
structure comprehensively and the loop structure to automatically
calculate prices.

Equipment

Equipment Picture Name Quantity
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Dobot Magician Lite

_ Robotic arm 1
~&3) \‘1
)| T] e Camera 1
>
i Power adapter 1
USB cable 1
Apple card A certain number

Banana

Banana card

A certain number

Cup card

A certain number

»  Take care when using electricity.

174




>  Before the experiment, check whether the experimental equipment is
complete and intact. If there is any omission or damage, please report to
the teacher.

»  Any specific operations in the experiment shall be performed according to
the experiment manual. If you have any questions, please promptly ask
the teacher.

»  During the experiment, the joints will start to work as the robotic arms are
powered on. In that case, do not move the joints of the robotic arms hard
if you do not press the unlock key.

»  Arrange all devices after the experiment. You shall not leave the lab
before check by the group leader.

After we purchase something in shops or supermarkets, the system will
automatically calculate the total price of our purchased commodities as the QR
codes on the commodity package are scanned. Then, can we allow the robotic
arm to automatically calculate the price after scanning commodities?

5. Observation

The main steps to analyze automatic pricing:

(1) Enter the speech before arousing the robotic arm.

(2) Through speech recognition, judge whether the speech
recognition result includes:

(3) When finding "I will scan commodities” through speech
recognition, the robotic arm starts to

(4) Detect whether the speech is entered. And recognize the entered
speech content.

(5) When finding through speech recognition, the robotic arm starts to
broadcast the total price of this purchase; when not recognizing
relevant information, the robotic arm continues to scan other
commodities.
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Steps

(1) Prepare Hardware

Step 1: Prepare the experiment equipment, power on the robotic arm,
and connect it to the computer.

Step 2: Set the equipment to the corresponding position, as shown in
Figure 8.1. After powering on the robotic arm, adjust the position and
height of the end of the robotic arm to help scan commodities.

Figure 8.1 Placement position

(2) Design Program

Step 1: Analyze the automatic pricing process, and read the flow chart, as
shown in Figure 8.2.

176



Set up a variable

!

Start recognizing the|
speech M

False

f the speech content
includes "I am scanning
the commodity"?

N Start recognizing the

speech

f the speech conten
includes " Scanning
finished"?

Voice broadcast : the total

§ X —» Return the robotic arm to zero
shopping amount

Photograph the
commodity name

The total price of
—» applesis price  [—p
A=a*20

Voice broadcast
scanning is finished

The apple quantity
increases by 1

f the commodity name is
apple?

. The total price of .
The_ banana quantity bananas is price V0|c_e bl_'oa_d;ast
increases by 1 B=b*10 scanning is finished

f the commodity name is
banana?

The mug quantity
increases by 1

The total price of Voice broadcast
mugs is price C=c*30 scanning is finished

f the commodity name is
mug?

Calculate the total price

A

Price=price Atprice B+price C

Figure 8.2 Realization flow chart

Step 2: Enable DobotScratch software, select and connect the device
Magician Lite; and add the Al Extension module.

Step 3: Click the Events tab, and drag the "when the green flag is
clicked" block to the code area.

Step 4: Create a variable. Create the "scan payment" variable to record
the speech recognition result; create another variable to record the
guantity and total price of each kind of commodity, and the total price of
all commodities.
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In Scratch, create a variable to meet the operation needs of
automatic pricing.
(1) To create a variable, refer to the mode as shown in Figure 8.3.

(2) If you do not set the initial value of each created variable, the initial
value is, by default, O.

. Contral Variables

Make a Variable
. Operataors

e apple quantity
. Variables
_ o banana quantity
. Sensing .
o ° mug quantity
© Events @ total price

@ seiing @ total price of apples

. v ) Price B total price of bananas
. Maotion
_ Price C total price of mugs
.Status L.
o) Speech recognition results
®-
@ av o @
Coordinate
Calibation
P
. My Blocks

Figure 8.3 Creating the variable

Step 5: Click the Al tab, drag the "start English voice recognition,
continued for 1 second" block to connect the preceding block, and modify
the duration to 5 seconds, as shown in Figure 8.4.

start English + voice recognition, coniinued for o second

Figure 8.4 Starting the speech recognition
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Step 6: Click the Variables tab, and drag the "set the scan payment to
(0)" block to connect the preceding block; click the Al tab, drag the
"speech recognition results" block, and set the "scan payment" value as
the speech recognition result, as shown in Figure 8.5.

|

stat English + wvoice recognition, continued for o second

- J speech recognition results

Figure 8.5 Setting the "scan payment” value as the speech recognition results

Step 7: Judge whether the speech recognition result includes "l will scan
commodities”.

In Scratch, write the judgment program, and detect whether
relevant contents are recognized.

Step 8: Restart the speech recognition.

In Scratch, drag the "open speech recognition” block, and restart
the speech recognition.

Step 9: If the speech recognition result includes "complete scan”, the
robotic arm broadcasts the speech message "The total price of this
purchase is..."; if not, the robotic arm repeats the scan.

Click the Control tab, and drag the "repeat until..." block to the position
under the second speech recognition block; click the Operators tab, drag
the "does string () contain ()" block to the position of the hexagonal
decision box; click the Variables tab, drag the variable "scan checkout"
block to the left ellipse position of the "does string () contain ()", and fill in
"complete scan" on the right side, as shown in Figure 8.6.
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start English + voice recognition, continued for o second

scan payment * to speech recognition results

if Does string = scan payment contain (RIS s=TaRelolaplglele[I{=13 then

start English » voice recognition, continued for o second

repeat until . Does string = scan payment contain
J

Figure 8.6 Judging whether the speech recognition result includes "complete scan"

Step 10: If the speech recognition result includes "complete scan”, the
robotic arm broadcasts the speech message "The total price of this
purchase is...". Click the Al tab, and drag the "speech broadcasting
hello" block to connect the position under the "repeat until..." block; click
the Operators tab, and drag the "join () and ()" block to the position of the
speech broadcast content; fill in the "the total price of this purchase is..."
on the left side of the block, connect the variable "Price" block on the right,
and put the variable "Price" block in the Variables tab, as shown in
Figure 8.7.

start English » voice recognition, continued for o second

sel  scanpayment v (o speech recognition resulis

if Does string =~ scan payment contain (gRUIIESw=TRelsTilglel [l then

start English v voice recognition, continued for o second

repeat until . Does string = scan payment contain

S

el pEa et GGE The total price of this purchase is Price

Figure 8.7 Setting the speech broadcasting

Step 11: When the speech recognition result excludes "complete scan”,
the robotic arm starts to repetitively scan the commodity, but first
automatically photograph the commodity. Click the Al tab, and drag the
"Timeout 3s to take picture" block to the position of the "repeat until...",
as shown in Figure 8.8.
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start English + voice recognition, continued for o second

set scan payment + to speech recognition results

Does string  scan payment contain
stat English * voice recognition, continued for o second
repeat until . Does string ' scan payment contain

Timeout o s to take picture I

=5

sl pEL e LGN The total price of this purchase is Price

Figure 8.8 Automatic photography block

Step 12: Judge whether the commodity is apple. If yes, execute the
apple-related operations; otherwise judge whether the commodity is
other products.

Click the Control tab, drag the "if...then..." block to connect the position
under the "Timeout 3s to take picture” block; click the "operators" tab, and
drag the "Does string () contain ()" block to the hexagonal decision box of
the "if...then..." block; click the Al tab, drag the " OCR recognize
picture(1) words" block to the left ellipse position of the "Does string ()
contain ()", and fill in the keyword "Apple" on the right side, as shown in
Figure 8.9.

181



start English +  voice recognition, continued for o second

scan payment *+ fo speech recognition results

Does string = scan payment contain (QRVIIEI=TRels]galylsls [ then

stat English * voice recognition, continued for o second

repeat until . Does string = scan payment contain

Timeout o s to take picture

if Does stnng OCR recognize picture o words contain then

il LG The total price of this purchase is Price

Figure 8.9 Judging the commaodity as apple

Step 13: For the variable a that records the quantity of apples, increase
it by 1 when the commodity is apple. The total price of apples is
calculated as Price A=a*5 (5 indicates the unit price of apples, that is, 5
yuan/piece).

1) Click the Variables tab, and drag the "increase the scan payment
by 1" block to the position of the "if...then..." execution block; click
the inverted triangular sign of the "increase the scan payment by 1",
and select the variable a from the drop-down list, as shown in
Figure 8.10.
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2)

when clicked

start English + wvoice recognition, continued for o second

set scanpayment * fo speech recognition results

Does string | scan payment contain (ERNGUET =l R ool lnslels TS then

start English + wvoice recognition, continued for ° second

repeat unfil . Does string = scan payment contain

Timeout o s to take picture

if Does string OCR recognize picture o words contain then

change a v~ by o

S

b
e of this purchase is Price
c

Price

Price A

Price B

Price C

scan payment
Rename variable

Delete the "a" variable

Figure 8.10 Increasing the variable a by 1

Click the Variables tab, and drag the "set the scan payment to 0"
block to connect the position of the "increase a by 1" block; click the
inverted triangular sign of the "set the scan payment to 0", and
select the variable Price A from the drop-down list, as shown in
Figure 8.11.
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start English + voice recognition, continued for o second

set scan payment *+ to speech recognition results

Does string = scan payment contain (RTIES =TTl lel =3

start English + voice recognition, confinued for o second

repeat until . Does stning = scan payment contain

Timeout o s to take picture

then

if Does sting OCR recognize picture o words contain then

change a+ by o
set PriceA~ {0 o

S .

of this purchase is Price

Price
Price A
Price B

Price C

scan payment
Rename variable
Delete the "Price A" variable @E

Figure 8.11 Variable block

3) Click the Operators tab, and drag the "multiple sign" block to the
position of the right value 0 of "set Price Ato 0"; click the Variables
tab, drag the variable "a" block to the left ellipse position of the
"multiple sign" block, and fill in the value 5 on the right side, as
shown in Figure 8.12.
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when clicked

stat English =+ wvoice recognition, continued for o second

sef scan payment *+ {o speech recognition results

Does string = scan payment contain (ERYE=e=TaReleliylplels 1= then

stat English + voice recognition, continued for o second
repeatuntil . Does string = scan payment contain

Timeout o 5 to take picture

if Does sting OCR recognize picture o words contain

change a+* by °
set PriceA = to a * e

S 4

v B k=Rl The total price of this purchase is Price

Figure 8.12 Setting the variable Price A

Step 14: Broadcast the speech message "please scan the next
commodity”, and Figure 8.13 shows the programming mode.
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start English * voice recognition, continued for o second

set scan payment * fo speech recognition results

Does string = scan payment contain (RUIEI=iReelaglnglele 1l then

start English + voice recognition, continued for ° second

repeat unfil . Does stnng ' scan payment contain

Timeout o 5 to take picture

if Does stnng OCR recognize picture o words contain then

change a ~ by o
set PriceA = to a * o
v pEL il please scan the next commodity

S .

LI OER et (W VBTG The total price of this purchase is Price

Figure 8.13 Broadcasting the message "please scan the next commodity"

Step 15: Judge whether the commodity is banana. If yes, execute the
banana-related operations; otherwise, judge whether the commaodity is
other products.

e EEm E EEm § BN E EEE BN E EEN F BN B EEE F EEN B BN F EEE B BN F EEm B Em o

*

i Review: If the commodity is judged as apple, provide the

programming steps.

In Scratch, the programming realizes: When the commodity is

banana, the variable b that records the quantity of bananas increases by
1, and the total price of bananas is Price A=b*2 (2 indicates the unit
price of bananas, that is, 2 yuan/piece).

~

L] — - — ] — ] — ] — L] — L] — - — - — - — ] — ] — ] — L] — L] — .
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Step 16: Judge whether the commodity is mug. If yes, execute the
mug-related operations; otherwise, judge whether the commodity is other
products.

s Review: If the commodity name is judged as apple or banana,
provide the respective programming steps.

_

name is cup, the variable c that records the quantity of bananas
increases by 1, and the total price of cups is Price C=c*30 (30 indicates
the unit price of cups, that is, 30 yuan/piece).

In Scratch, the programming realizes: When the commodity

Step 17: After scanning the commodity and calculating its quantity and
price, calculate its total price in real time as follows: Price = Price A+
Price B+ Price C.

1) Click the Variables tab, drag the "set the scan payment to 0" block
to the code area, click the inverted triangular sign of the "set the
scan payment to 0" block, and select the variable Price from the
drop-down list.

2) Click the Operators tab, and drag the "plus sign" block to the right
ellipse position of "set Price to 0"; drag the "plus sign" block again to
the right ellipse position of the original "plus sign" block.

3) Click the Variables tab, and drag the variables Price A, Price B and
Price C to the ellipse positions corresponding to the "plus sign”
block; 2 seconds later, restart the speech recognition, as shown in
Figure 8.14.

set scan payment » to o set Price » fo . + .
set Price » lu.+.+.

set Price *+ to PriceA + PriceB + PriceC

Price

Price A
Price B
Price C

scan payment

Rename variable

Delete the “scan payment” variable
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start English * weice recognition, continued for o second
scan payment * 0 speech recognition results

Does string ~ scan payment  contgin QRSIERERRA T b5 =) then

start  English =  woice recognition, continued for o spcond
repeatuntil . Does siring  scan payment  contain
Timeout o s to take picture

if Does string 0GR recognize picture o words  contain (EREE then

change a~ by o'
set Price A = to a * o
oSl GEL R Ll please scan the next commaedity

Does string 0GR recognize picture o words  contain then

set PriceBe o b * @
change b+ by o
oSG EL R Ll please scan the next commaedity

Does string 0GR recognize picture o words  contain @ then
set PriceC = to c * @
change o= by o
R—

set Price + to  PreeA + FPriceB + FriceC

wait o seconds

start English »  woice recognition, continued for a second

*

LU GELRES DL Tl The total price of this purchase is Price

Figure 8.14 Calculating the total price

Step 18: Repeat the above execution. Automatic pricing process takes
place not just once. Therefore, the robotic arm must repeat the speech
recognition, commodity scanning, commodity name recognition,
calculation of quantity and price of commodities, and total price
broadcasting of this purchase, as shown in Figure 8.15.
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contain then

Does string  OCR recognize picture o W contain @ then
set FriceC » o e " @
change c~ by o
speech broadcasting

Price + to PriceA + PriceB + Price

Iﬁj‘loms

start English = woi

Figure 8.15 Repeating the execution
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7. Summary

The key steps to design the automatic pricing:

8. Self-Assessment
Check the completed content in the experiment task. Tick ( v) the

completed items, and circle (O) the uncompleted items.

Completion

Assessment Content
Status

I've skillfully used the speech recognition instruction

I've skillfully used the OCR instruction

In the programming process I've created and used the
variable

I’'ve known the pricing method and grasped the related logic
operations

I've used the branch structure and the loop structure

I've programmed the automatic pricing

Through programming we can automatically calculate the price of commodities
purchased. Next, we will try automatic payment: send the speech message to
remind the robot to collect the identity information of the payer; after
broadcasting the speech message on the total price of the purchase, make
automatic payment as soon as confirming the correct information of the payer.

1. Observation

The key steps to analyze automatic payment are:
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(1) Use the camera at the end of the robotic arm to collect face data,
and

(2) Broadcast the speech message to inform the shopper of his total
purchase price.

(3) Before deducting money, reconfirm the matching of the face
information, and give a speech message:

(4) When the face information is matched, deduct the
of the correspond person.

(5) When the face information is not matched, give a speech
message.

Steps
(1) Prepare Hardware

Step 1: Prepare the experiment equipment, power on the robotic arm,
and connect it to the computer.

Step 2: Set the position of the robotic arm in the same way as in task 1.
Power on the equipment, adjust the position and height of the end of the
robotic arm, and set the direction of the camera direction on the arm.

(2) Design Program

Step 1: Analyze the automatic payment process, read the flow chart, as
shown in Figure 8.16.
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‘ Start ’

A 4

Gather face data

A\ 4

Train face data

Y

Voice broad the total
price of the shopping

Y

Return the robotic arm to
zero

A\ 4

Voice prompt: please |
face the camera

Y

Gather face photos and
start recognize the faces

False

If the face is recognized as Kelly?

A 4
Payment failed. Please
confirm the identity or try
other payment method.

Deduct the amount of
Kelly

) 4
End

Figure 8.16 Automatic payment flow chart

Step 2: Enable DobotScratch software, select and connect the device
Magician Lite; and add the Al Extension module.

Step 3: Collect and train face data.
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' Q 1
) l
Review: Which steps do collection and training of face data .

involve?

N

In Scratch, the programming can: collect the face data of John

and Kelly, and accurately recognize their faces. Note that you needto |
\ adjust the camera direction.

Step 4. Click the Events tab, and drag the "when space key pressed"
block to the code area.

Step 5: Broadcast the speech message of the total price of this purchase.

I In Scratch, the programming can: broadcast the speech message
of the total purchase price.

Step 6: Set the robotic arm to home after the equipment broadcasts the
speech message of the total purchase price. Click the Motion tab, and
drag the "Home" block to connect the preceding block.

Step 7: Give a speech message. Click the Al tab, drag the "speech
broadcasting hello" block, and set the speech broadcast content as "face
the camera". See Figure 8.17 for the editing method.

speech broadcasting

Figure 8.17 Speech broadcasting block
Step 8: Use face scan payment.
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9 ‘
[ As per the learned knowledge, summarize the steps to make |
face scan payment, and write related steps. |

o 2 !

In Scratch, the programming can: collect face photos before

recognizing the faces, judge whether the face recognition result
| involves Kelly. If yes, automatically deduct the amount of Kelly;

" otherwise, recognize the faces of other persons again or choose other
. payment methods. .
N /

“ mm s mm o Em s Em s Em § Em s Em o s 5 Em o Em o s s Em o Em o§ mm - °

3.  Summary

e

he steps to collect face data:

- J

4. Self-Assessment

Check the completed content in the experiment task. Tick ( v) the

completed items, and circle (O) the uncompleted items.

Completion

A men nten
ssessment Content Status

I've skillfully used the speech recognition instruction

I've skillfully used the face recognition instruction

I've used the branch structure and the loop structure

I've programmed automatic payment
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Experiment 9

K

Present Gifts

Team Name: Team member: Date:

Overview

\

(In order to thank consumers for their support, stores often give gifts when
they buy more goods. In this experiment, we will design a small gift
presentation system with the robotic arm. There are two small tasks.
Task 1 is to give personalized gifts to different consumers through face
recognition. Task 2 is to give different gifts to males and females by
gender recognition from facial images. )

Objective

l(

»  Master face recognition instructions by programming for gift presentation.

» By programming for gift presentation, understand how to use control,
operation, and variable instructions.

»  Understand the application of face attributes by programming for gender

recognition and gift presentation by gender.

Equipment

Equipment Picture Name Quantity

Dobot Magician Lite
Robotic arm
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Equipment Picture

Name

Quantity

Suction cup kit 1
< \‘1
J}‘ T .‘l Camera 1
> |
Type-C cable 1
Power adapter 1
Blocks with different
3
labels
Three character cards A group
Small table (optional) 3

»  Take care when using electricity.
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Before the experiment, check whether the experimental equipment is
complete and intact. If there is any omission or damage, please report to
the teacher.

Any specific operations in the experiment shall be performed according to
the experiment manual. If you have any questions, please promptly ask
the teacher.

During the experiment, the joints will start to work as the robotic arms are
powered on. In that case, do not move the joints of the robotic arm hard if
you do not press the unlock key.

Report any device fault during the experiment to your teacher in a timely
manner, and handle it with guidance from your teacher.

Arrange all devices after the experiment. You shall not leave the lab
before check by the group leader..

Suppose there are three people and each can get a personalized gift. The
present for John is a gift parcel; that for Kelly is a small cake; and that for the
teacher is a bunch of flowers. Task 1 is to deliver personalized gifts to them
based on the face recognition technology.

1.

Analysis

Analyze the steps to give gifts to the three people based on the face
recognition technology, and fill in the blanks in the table below according
to the prompts and your analysis.

Step 1. Prepare Hardware

Step 2: Programming: Initialization Face image acquisition and —»
recognition —»

(Complete the remaining steps as prompted)

Steps
(1) Prepare Hardware

Step 1: After you have prepared the experimental instruments, power up
the robotic arm and connect it to the computer.
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Step 2: Build scenarios. The placement diagram is shown in Figure 9.1. If
you do not choose to print character images on the tables, you can stick
the character cards to them.

’ ‘\'fi\w
. L. ~
S

A

<

.‘(.;e-

Figure 9.1 Placement diagram

(2) Design Program

Step 1: Draw a flow chart by analyzing the gift presentation programming
process, as shown in Figure 9.2.
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Initialize

v

.| Move to t_he sfooting
g position

y

Gather face photos

v

Recognize falces

If the face is recogni2ed—a Deliver the giffte—edly

If the face is recogmized d
teacher

Deliver the gfift to
teacher

If the face is recogni2ed

Deliver the gif‘t—(—v—hvn

False

Change the shpoting
position

y

Record how njany
times faces arg gather

If the gathering times is more
tha8

Figure 9.2 Flow Chart

Step 2: Create new face data. Click the Al tab, and click New face data
under the Face Recognition header, as shown in Figure 9.3.
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. Control Picture recognize o 's tag
. Operators Use picture o cut and recognise

. Variables Things count in picture

. Sensing Picture o thing's tag

@ Events Picture @) coordinate x +  thing's value

. Setting Face recognition

New face data

The gender of picture () facial recognizationis - mate

The expression of picture ({fJJ) facial recognization is  normal »
®

Coordinate
Calibation The class name of picture o facial recognization is Name1 »

The class name of picture

. My Blocks | OCR Text recognition

OCR recognize picture () words

Figure 9.3 Creating new face data

Step 3: Add features and data, that is, face data. Take pictures for the
faces to be recognized, store them and set labels, as shown in Figure
9.4.

Integrated Camera (04ca 7070) v

Training model >

Figure 9.4 Storing face data
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Step 4: Train the model. Store the face data, and start training, that is, a
learning process, as shown in Figure 9.5.

' Edit face data

o Adding features and data

Integrated Camera (04ca:7070) v

| Training model > |

Figure 9.5 Training the model

Step 5: Test the accuracy of face recognition. Randomly select a face
photo to aim it at the camera, and then click Test to see if the face
recognition technology can correctly Kelly, the teacher and John, as
shown in Figure 9.6.

-9 Edit face data

e Test classification model

Integrated Camera (04ca:7070) v

Kelly | 0.94%
John | 0.96%

Teacher (D o7

Figure 9.6 Testing Accuracy of Face Recognition

Step 6: Click Finish to start programming, as shown in Figure 9.7.
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‘@’ Edit face data

e Test classification model

Integrated Camera (04ca:7070) v
Kelly | 0.91%

John 0.04%

Teacher QUMD ©577%

Figure 9.7 Finishing creating face data

Step 7: Create n and i variables. Initialize the n variable to -9.6 and i to O.
n is the Y-coordinate of the photographing position, as shown in Figure
9.8.

when

J}_ Select End Effector Suction Cup

Figure 9.8 Initializing variables

Step 8: Move to the photographing position, which varies with the position
of a face image card. Set the auto-photographing time to 3 seconds, as
shown in Figure 9.9.
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LY sumpTox EERP Y (0 2R®

Timeout o 5 to take picture

Figure 9.9 Moving to the position for auto-photographing

Step 9: Recognize the face and match the recognition result with a
person's name to judge if the identified person is Kelly. If yes, the robotic
arm performs the action of presenting the gift, as shown in Figure 9.10.

set - too
Ly umpTox @ERP Y | n ZR®

Timeout o s fo take picture

Does string The class name of picture Picture  contain @ then

TR 1001 B 1194 Z@R@

Suction Cup ON =

Ny aLD A 2137 Idl 115.1 Z@R@

Suction Cup OFF =

Figure 9.10 Judging if the identified person is Kelly
Step 10: Judge if the face recognition result involves John.
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In Scratch, program to judge if the face recognition result involves
John. If yes, the robotic arm presents a gift.

Step 11: Judge if the face recognition result involves the teacher.

In Scratch, program to judge if the face recognition result involves
the teacher. If yes, the robotic arm presents a gift.

Step 12: In this experiment, present gifts to three people, that is, need to
make judgment three times, as shown in Figure 9.11.
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if Dwes sting  The dass name of picture Picture  contain fRE00 then

o DD v (D) = €D < @

Dwes siing  The dass name of picture  Picture mm then

22 s D D * €D - @

Suction Cup O ~

sy 1 G ¥ €D 2 €D ~ @

Dwes siing The dass name of picture  Picture

Suction Cup O =

Figure 9.11 Repeating the

execution
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Q

indicates the first program execution; i = 1 indicates the second
execution; i = 2 indicates the third execution; and i = 3 (> 2) indicates that
the system jumps out of the cycle.

The variable i records the times of repeated execution. i = 0

Step 13: Arrange the placement position, as shown in Figure 9.1. This
indicates that the X and Z coordinates of the photographing position
change little, so we do not modify them. However, the Y coordinate
changes a lot. According to the placement, we conclude that the change
to Y coordinate is about 47 (we can change this value based on actual
situation). Figure 9.12 shows the programming condition.
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when clicked
/. Select End Effiector  Sucfion Cup =

[5& nw= t:lJ

st i tno

if i <@ then

S xR Y 0 2ED R

Timeout o s tio t5ke pictune

if D2 string The class name of picture Plicture nmmjn@ then

Suction Cup ON =

Suction Cup OFF -

Do siring The: class name of picture Picture cmEu'n then

e D)+ D - €D < @

Suction Cup ON =

wrpTox ED) v €D 2 €D R D

. Suction Cup OFF =

Do siring The: class name of picure Plicture cmEljn then

e ox D) v ED - €D < @

Suction Cup ON -

JwmpTox (E) * @) 2 r D

Suction Cup OFF =

n- bj'@]
iv by @

£ umx @D ED:CD D

Figure 9.12 Setting the photographing position
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@ How do we modify the program to make the frequency of repeated
execution 10?

3.  Summary

Summarize the steps to create new face data:

4. Self-Assessment
Check the completed content in the experiment task. Tick ( v) the

completed items, and circle (()) the uncompleted items.

Completion
Assessment Content
Status

I've created new face data

I've collected and recognized face images three times

I've judged face images three times

I've presented personalized gifts to the three people

Task 2: Apply Face Attributes

By gender recognition from face images, present different gifts to males and
females, such as Gift A for males and Gift B for females.
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1. Analysis

Analyze the steps to present gifts based on gender recognition, and fill in

the blanks in the table below according to the prompts and your
analysis. .

Step 1: Building hardware
Step 2: Programming:

(Complete the remaining steps as prompted)

2. Steps

Complete this task independently. See Figure 9.13 for the program flow
chart.
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Move to the shooting

position

!

Gather face photos

v

Start recognizing the
gender of face photo

Ture

If the photo is recognized as male Deliver the gift to A

If the photo is recognized as

female Deliver the gift to B

Figure 9.13 Flow Chart

. 2

| to face attributes. Please have a try.

In task 2, you can add the function of speech message in addition

9 pam 5 B P EEE B EEE O EEE F S § EEE § EEE § EES § B § ESm O § s
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3.  Summary

-

(Summarize what you have learned in this task)

\_

J

4. Self-Assessment

Check the completed content in the experiment task. Tick ( v) the

completed items, and circle (()) the uncompleted items.

Assessment Content

Completion
Status

I've built the hardware

I've collected face images and recognized face attributes

I've programmed for presenting Gift A to males based on
face recognition

I've programmed for presenting Gift B to females based
on face recognition
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